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    0. Foreword  

  1. At the 1976 summer meeting of the Societas Linguistica Europaea, we 

agreed to prepare an updated translation of Prof. Dressler’s Einführung in die 

Textlinguistik (1972a) which has been well received. During the task of 

surveying and integrating new research since 1972, we came to realize that our 

plan was not realistic. In their quest for new theories and methods, recent 

trends have led to fundamentally changed conditions for a science of texts, 

rather than to a mere extension of older methods to a new object of inquiry. 

This evolution has been marked by interdisciplinary co-operation far more than 

traditional linguistics had been.  

2. We accordingly developed a completely new plan and format for our 

introductory survey.1 We stress here at the outset that we have by no means 

been exhaustive or definitive in our treatment of the issues. We were often 

dealing with newly emerging questions whose resolution will demand many 

years of concerted research. Still, we thought it would be useful to mention such 
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questions and to suggest some reasonable answers. We will be quite content if 

our book proves serviceable as a guide in a period of rapid transition and 

change.  

3. Any transitional study of multi-disciplinary issues is bound to evoke 

controversy. Some partisans may deny the value of text linguistics altogether 

and insist that sentence linguistics is the proper domain of investigation.2 Others 

may wish to admit texts without altering the established methods.3 Even those 

who will accept profound alterations may disagree about the best new 

directions to pursue.4 In our view, the nature of texts as communicative 

occurrences should decide what methods are used, irrespective of personal or 

institutional commitments made in the past. In practice, our approach is 

intended more to complement traditional ones than to compete with them. We 

often address issues which older approaches made no claims to encompass.  

4. Thomas Kuhn (1970) has contributed enormously to public awareness of 

the extent to which activities in “normal science” are controlled by conventions 

among the scientists rather than the manifest nature of the objects of inquiry. 

That predicament is egregiously acute in linguistics, where the object is so 

diversified and flexible. Hardly an aspect of human thought, action, and 

interaction is not permeated to some degree by language. We cannot escape 

being reductive in our theories and models. Yet we must bear in mind that 

reductions are temporary, undesirable conditions to be removed as soon as it is 

feasible. We may even find that an integrated, comprehensive approach 

actually leads to a simpler account of language overall than a fragmented, 

restricted one: preoccupation with exactness of detail in isolated domains can 

block our vision for sweeping correlations across the whole spectrum (cf. X.29).  

5. A young science like linguistics would understandably seek to align itself 

with older sciences like physics, mathematics, and formal logic. But 

communication, like any human activity, has its own special physical, 

mathematic, and logical properties that must not be overlooked. An unduly rigid 
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application of notions from the “exact” sciences could dehumanize the object to 

the point where the inquiry becomes irrelevant. A formalism is a representation, 

not an explanation, and a means, not an end. The analysis of formal structures 

might well fail to uncover the nature and function of an entity in its wider 

context.  

6. The terms and notions of linguistics often attest to ambitions of scientific, 

logical, and mathematical rigor. Yet their uncritical acceptance on those 

grounds alone could be dangerous. A science of texts demands its own terms 

and notions because of the nature of its object. Probabilistic models are more 

adequate and realistic than deterministic ones.  

Dynamic accounts of structure-building operations will be more productive than 

static descriptions of the structures themselves. We should look to discover 

regularities, strategies, motivations, preferences, and defaults rather than rules 

and laws. Dominances can offer more realistic classifications than can strict 

categories. Acceptability and appropriateness are more crucial standards for 

texts than grammaticality and well-formedness. Human reasoning processes 

are more essential to using and conveying knowledge in texts than are logical 

proofs. It is the task of science to systemize the fuzziness of its objects of 

inquiry, not to ignore it or argue it away.5  

7. As remarked by Thomas Kuhn (1970: 136-43), textbooks generally create 

the impression that all discovery and research in a science has been leading up 

to the constellation of theories and issues we consider important today. Any 

other mode of presentation would confuse the learner with a disunited array of 

quarrels, many of which are not relevant in our modern perspective. In the 

present book, we devote some space to comparing the “paradigm” of text 

linguistics with older paradigms; yet we too are compelled to maintain a 

reasonable degree of unity and consistency, even where the community of text 

linguists is still engaged in lively debate. We try to point out some major areas 

of dissension, but we will inevitably have overlooked or attenuated some 
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individual claims and viewpoints. Such shortcomings may, we hope, be 

excused in a textbook on a new domain caught up in rapid evolution.    

ROBERT-ALAIN DE BEAUGRANDE              WOLFGANG ULRICH DRESSLER  

University of Florida                              University of Vienna  

  Notes  

1 In our new division of labour, topics emerging since 1972 were mostly 

treated by Prof. Beaugrande; Prof. Dresser’s contributions were largely in the 

areas he covered in the 1972 volume, especially cohesion.  

2 E.g., Dascal & Margalit (1974).  

3 E.g., Ballmer (1975).  

4 For an impressive diversity of viewpoints, see papers in Petöfi (ed.) (1979), 

and surveys in Dressler (ed.) (1978).  

5 The scientific status of text studies is explored in Beaugrande (1981b).  

 

Chapter I  

 Basic notions 

     1. Here are six language samples that appear to be alike in some ways 

and different in others:1 

[1] SLOW 

 CHILDREN 

 AT PLAY 

[2] The King was in the counting house, counting all his money; 
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The Queen was in the parlour, eating bread and honey; 

The Maid was in the garden, hanging out the clothes; 

Along came a blackbird and pecked off her nose. 

[3] Twenty-year-old Willie B.1s a diehard TV addict. He hates news and talk 

shows, but he loves football and gets so excited over food commercials that 

he sometimes charges at the set, waving a fist. Says a friend: “He’s like a little 

child.” 

     Willie B.1s a 450-lb gorilla at the Atlanta Zoo. In December a Tennessee 

TV dealer heard about Willie B.’s lonely life as the zoo’s only gorilla and gave 

him a TV set. 

[4] A great black and yellow V-2 rocket 46 feet long stood in a New Mexico 

desert. Empty it weighed five tons. For fuel it carried eight tons of alcohol and 

liquid oxygen. 

    Everything was ready. Scientists and generals withdrew to some distance 

and crouched behind earth mounds. Two red flares rose as a signal to fire the 

rocket. 

    With a great roar and burst of flame the giant rocket rose slowly and then 

faster and faster. Behind it trailed sixty feet of yellow flame. Soon the flame 

looked like a yellow star. In a few seconds it was too high to be seen, but 

radar tracked it as it sped upward to 3, 000 mph. 

    A few minutes after it was fired, the pilot of a watching plane saw it return 

at a speed of 2, 400 mph and plunge into earth forty miles from the starting 

point. 

[5] HEFFALUMP: (gloatingly): Ho-ho! 

PIGLET (carelessly): Tra-la-la, tra-la-la. 

HEFFALUMP (surprised, and not quite so sure of himself): Ho-ho! 

PIGLET (more carelessly still): Tiddle-um-tum, tiddle-um-tum. 

HEFFALUMP (beginning to say ‘Ho-ho’ and turning it awkwardly into a cough) 

H’r’m What’s all this? 
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PIGLET (surprised): Hallo! This is a trap I’ve made, and I’m waiting for the 

Heffalump to fall into it. 

HEFFALUMP (greatly disappointed): Oh! (After a long silence): Are you sure? 

PIGLET: Yes. 

HEFFALUMP: Oh! (nervously): I—I thought it was a trap I’d made to catch 

piglets. 

PIGLET (surprised): Oh. no! 

HEFFALUMP: Oh! (apologetically): I—I must have got it wrong, then. 

PIGLET: I’m afraid so. (politely): I’m sorry. (He goes on humming.) 

HEFFALUMP: Well —Well—I— Well. I suppose I’d better be getting back? 

PIGLET: (looking up carelessly): Must you? Well, if you see Christopher Robin 

anywhere, you might tell him I want him. 

HEFFALUMP (eager to please): Certainly! Certainly! (He hurries off.) 

  

           [6]  GHOSTS 

Those houses haunt in which we leave 

Something undone. It is not those 

Great words or silences of love 

That spread their echoes through a place 

And fill the locked-up unbreathed gloom. 

Ghosts do not haunt with any face 

That we have known; they only come 

With arrogance to thrust at us 

Our own omissions in a room. 

The words we would not speak they use, 

The deeds we dared not act they flaunt, 

Our nervous silences they bruise; 

It is our helplessness they choose 

And our refusals that they haunt. 
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2. These are all instances of English TEXTS being used in DISCOURSE. The 

different ways these texts can be used indicates that they belong to different 

TEXT TYPES: [1] road sign, [2] nursery rhyme, [3] news article, [4] science 

textbook, [5] conversation between two participants taking turns, and [6] 

poem. It seems reasonable to require that a science of texts should be able to 

describe or explain both the shared features and the distinctions among these 

texts or text types. We ought to find out what standards texts must fulfil, how 

they might be produced or received, what people are using them for in a 

given setting of occurrence, and so forth. The words and sentences on the 

page are reliable clues, but they cannot be the total picture. The more 

pressing question is how the texts FUNCTION in HUMAN INTERACTION. 

3. A TEXT will be defined as a COMMUNICATIVE OCCURRENCE which meets 

seven standards of TEXTUALITY. If any of these standards is not considered to 

have been satisfied, the text will not be communicative. Hence, non-

communicative texts are treated as non-texts (cf. III.8). We shall outline the 

seven standards informally in this chapter and then devote individual chapters 

to them later on. 

4. The first standard will be called COHESION and concerns the ways in 

which the components of the SURFACE TEXT, i.e. the actual words we hear or 

see, 2 are mutually connected within a sequence. The surface 

components depend upon each other according to grammatical forms and 

conventions, such that cohesion rests upon GRAMMATICAL DEPENDENCIES. As 

linguists have often pointed out, surface sequences of English cannot be 

radically rearranged without causing disturbances. We would not, for 

instance, get very far by converting sample [1] into this order: 

       [la] Children play slow at 

and requesting the traffic authorities to use it on road signs. The series is so 

disjointed that drivers could hardly tell what goes with what. Obviously, the 

grammatical dependencies in the surface text are major signals for sorting out 

meanings and uses. All of the functions which can be used to signal relations 

among surface elements are included under our notion of COHESION.3 
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5. Notice that our original sample 

[1] SLOW 

    CHILDREN 

 AT PLAY 

might be divided up into various dependencies. Someone might conceivably 

construe it as a notice about ‘slow children’ who are ‘at play”, 4 so that 

unflattering conclusions could be drawn about the children’s intelligence or 

physical fitness. But the more likely reaction would be to divide the text into 

‘slow’ and ‘children at play’, and suppose that drivers should reduce speed to 

avoid endangering the playing children. A science of texts should explain how 

AMBIGUITIES like this one are possible on the surface, but also how people 

preclude or resolve most ambiguities without difficulty. The surface is, as we 

see, not decisive by itself; there must be INTERACTION between cohesion and 

the other standards of textuality to make communication efficient (cf. III.4). 

6. The second standard will be called COHERENCE and concerns the ways 

in which the components of the TEXTUAL WORLD, i.e., the configuration of 

CONCEPTS and RELATIONS which underlie the surface text, are mutually 

accessible and relevant.5 A CONCEPT is definable as a configuration of 

knowledge (cognitive content) which can be recovered or activated with more 

or less unity and consistency in the mind (cf. V.4ff.). RELATIONS are the links 

between concepts which appear together in a textual world: each link would 

bear a designation of the concept it connects to. For example, in ‘children at 

play’, ‘children’ is an object concept and ‘play’ an action concept, and the 

relation “agent-of” obtains, because the children are the agents of the action 

(cf. V.26(b)). Sometimes, though not always, the relations are not made 

EXPLICIT in the text, that is, they are not ACTIVATED directly by expressions of 

the surface (cf. V.4). People will supply as many relations as are needed to 

make sense out of the text as it stands. In the road sign [1], ‘slow’ makes 

better sense as the “quantity of motion” which a text receiver should assume 

than as an attribute” of the children themselves. 
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7. Coherence can be illustrated particularly well by a group of relations 

subsumed under CAUSALITY.6 These relations concern the ways in which one 

situation or event affects the conditions for some other one. In a sample such 

as: 

   [7] Jack fell down and broke his crown. 

the event of ‘falling down’ is the CAUSE of the event of ‘breaking’, since it 

created the necessary conditions for the latter. A weaker type of causality 

applies to this sample: 

[8] The Queen of Hearts, she made some tarts, 

      All on a summer’s day. 

     The Knave of Hearts, he stole those tarts, 

     And took them quite away. 

Here, the Queen’s action created the sufficient, but not necessary conditions 

for the Knave’s action (made it possible, but not obligatory); this relation can 

be termed ENABLEMENT. 

8. These conceptual relations do not cover all kinds of causality. In a 

sample such as: 

   [9] Jack shall have but a penny a day 

   Because he can’t work any faster 

the low pay is not actually caused or enabled by the slow working, but is 

nonetheless a reasonable and predictable outcome. The term REASON can be 

used for the relation where an action follows as a rational response to some 

previous event. In contrast, Jack’s ‘breaking his crown’ was independently 

necessary (we could not ask: “What made him feel like doing that?”) (cf. Wilks 

1977b: 235f.) 

9. Cause, enablement, and reason cannot capture the relation at stake 

here: 

     [10] Old Mother Hubbard went to the cupboard to get her poor dog a bone. 

Mother Hubbard’s first action does enable the second, but there is an 

important difference between samples [8] and [10]l: the agent’s PLAN is 
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involved in [10], while the Queen did not do her baking for the sake of 

allowing a theft. The term PURPOSE can be used for an event or situation 

which is planned to become possible via a previous event or situation. 

 10. Another way of looking at events or situations is their arrangement in 

TIME. Cause, enablement, and reason have forward directionality, that is, the 

earlier event or situation causes, enables, or provides the reason for the later 

one. Purpose has backward directionality, that is, the later event or situation 

is the purpose for the earlier one. Time relations can 

be very intricate, depending on the organization of the particular events or 

situations mentioned. Where sample [10] goes on to say: 

      [11] When she got there, the cupboard was bare. 

our knowledge of the world tells us that the ‘getting there’ action was later 

than that of ‘going to the cupboard’ (being the terminal boundary of the latter), 

but happened at the same time as the situation of the ‘cupboard being bare’. 

The relation of TEMPORAL PROXIMITY can be specified in many ways, according 

to the boundaries of events.7 

 11. We reserve the discussion of other coherence relations for section V. 

25ff. We would only point out here that we have already moved somewhat 

beyond the text as it is actually made manifest in sound or print. Coherence is 

clearly not a mere feature of texts, but rather the outcome of cognitive 

processes among text users. The simple juxtaposition of events and 

situations in a text will activate operations which recover or create coherence 

relations. We can notice that effect in this sample: 

[12] The King was in the counting house, counting all his money; 

       The Queen was in the parlour, eating bread and honey; 

          The Maid was in the garden, hanging out the clothes; 

In the explicit text, there is a set of ACTIONS (‘counting’, ‘eating’, ‘hanging out’); 

the only relations presented are the LOCATION, the AGENT, and the AFFECTED 

ENTITY of each action (on these terms, cf. V.26ff.). Yet simply by virtue of the 

textual configuration, a text receiver is likely to assume that the action is in 
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each case the PURPOSE of being at that location; that the locations are 

PROXIMATE to each other, probably in or near the royal palace; and even that 

the actions are proximate in TIME. One might well go on to assume that the 

actions are intended to signal the ATTRIBUTES of the agents (e.g. the King 

being avaricious, the Queen gluttonous, the Maid industrious). The adding of 

one’s own knowledge to bring a textual world together is called INFERENCING 

(cf. V. 32ff.) 

 12. Coherence already illustrates the nature of a science of texts as 

human activities. A text does not make sense by itself, but rather by the 

interaction of TEXT-PRESENTED KNOWLEDGE with people’s STORED KNOWLEDGE 

OF THE WORLD (cf. Petöfi 1974; IX.24-40). It follows that text linguists must 

cooperate with cognitive psychologists to explore even such a basic matter as 

the “sense” of a text. We also see that theories and methods will have to be 

PROBABILISTIC rather than DETERMINISTIC, that is, they will state what is usually 

the case rather than always. Different users might set up slightly different 

senses; yet there will be a common core of probable operations and content 

consistently found among most users, so that the notion “sense of a text” is 

not unduly unstable (cf. V.1). 

 13. Cohesion and coherence are text-centred notions, designating 

operations directed at the text materials. In addition, we shall require user-

centred notions which are brought to bear on the activity of textual 

communication at large, both by producers and by receivers. The third 

standard of textuality could then be called INTENTIONALITY, concerning the text 

producer’s attitude that the set of occurrences should constitute a cohesive 

and coherent text instrumental in fulfilling the producer’s intentions, e.g. to 

distribute knowledge or to attain a GOAL specified in a PLAN.9 To some degree, 

cohesion and coherence could themselves be regarded as operational goals 

without whose attainment other discourse goals may be blocked. However, 

text users normally exercise TOLERANCE towards products whose conditions of 

occurrence make it hard to uphold cohesion and coherence altogether (cf. 
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VI.2ff.), notably in casual conversation. A hybrid structure such as this 

(documented in Coulthard 1977: 72): 

     [12] Well where do which part of town do you live? 

did not disturb communication because it still served the superior goal of 

finding out someone’s address, although the subordinate goal of maintaining 

cohesion did not fully succeed. But if a text producer intended to defy 

cohesion and coherence, communication would be slowed down for 

negotiation (cf. IX.1s ff.) and could break down altogether. 

 14. The fourth standard of textuality would be ACCEPTABILITY, concerning 

the text receiver’s attitude that the set of occurrences should constitute a 

cohesive and coherent text having some use or relevance for the receiver, 

e.g. to acquire knowledge or provide co-operation in a plan.10 This attitude is 

responsive to such factors as text type, social or cultural setting, and the 

desirability of goals. Here also, we could view the maintenance of cohesion 

and coherence by the text receiver as a goal of its own, such that material 

would be supplied or disturbances tolerated as required. The operation of 

INFERENCING, mentioned in I.11 strikingly illustrates how receivers support 

coherence by making their own contributions to the sense of the text. 

 15. If acceptability is restricted, communication can be diverted. It is 

accordingly taken as a signal of non-cooperation if a text receiver raises 

questions about acceptability when the text producer’s intentionality is 

obviously in effect (Dickens 1836-37: 774):11
 

[13] “What we require, sir, is a probe of this here.” “Probate, my dear sir, 

probate, “ said Pell. “Well, sir, “ replied Mr. Weller sharply, “probe and probe 

it is very much the same; if you don’t understand what I mean, sir, I daresay 

I can find them as does.” “No offence, I hope, Mr. Weller, “ said Pell meekly. 

 16. Text producers often speculate on the receivers’ attitude of 

acceptability and present texts that require important contributions in order to 

make sense. The Bell Telephone Company warns people: 

[14] Call us before you dig. You may not be able to afterwards. 
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 People are left to infer that digging without asking might lead to cutting off a 

ground cable and hence to losing the wiring needed in order to call; or even, 

to sustaining bodily injury and being incapacitated. It is intriguing that [14] is 

more effective than a version would be that made everything more explicit 

(in the sense of 1.6), such as: 

[14]a Call us before you dig. There might be an underground cable. If you 

break the cable, you won’t have phone service, and you may get a severe 

electric shock. Then you won’t be able to call us. 

Apparently, text receivers are readily persuaded by content they must supply 

on their own: it is as if they were making the assertion themselves (cf. VII-28, 

42; VIII.20). Sample [14] is more informative than sample [14a], a factor 

which constitutes the next standard of textuality. 

    17. The fifth standard of textuality is called INFORMATIVITY and concerns the 

extent to which the occurrences of the presented text are expected vs. 

unexpected or known vs. unknown/certain.12 In sample [14], the assertion that 

‘you will not ‘be able to call’ is much more unexpected than it is in [14]a. The 

processing of highly informative occurrences is more demanding than 

otherwise, but correspondingly more interesting as well. Caution must be 

exercised lest the receivers’ processing become overloaded to the point of 

endangering communication. 

 18. Every text is at least somewhat informative: no matter how predictable 

form and content may be, there will always be a few variable occurrences that 

cannot be entirely foreseen. Particularly low informativity is likely to be 

disturbing, causing boredom or even rejection of the text. The opening stretch 

of a science textbook runs like this:13
 

[15] The sea is water 

The fact asserted here is so well known to everyone that there seems to be 

no point in saying it here. The stretch of text is clearly cohesive and coherent, 

and undoubtedly intended to be acceptable as such. But it is nonetheless a 
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marginal text because it is so uninformative. Not until we look at the 

continuation does the text’s status seem more sound: 

[15a] The sea is water only in the sense that water is the dominant substance 

present. Actually, it is a solution of gases and salts in addition to vast 

numbers of living organisms ... 

The assertion of the obvious fact in [15] functions as a starting point for 

asserting something more informative. The surface cue ‘actually’ signals that 

the well-known “substance-of” relation (cf. V.26(1)) is not strictly accurate. 

The ensuing correction of a common view is less expected, so that the 

informativity of the whole passage is upgraded (cf. VII.16). 

19. The sixth standard of textuality can be designated SITUATIONALITY and 

concerns the factors which make a text RELEVANT to a SITUATION of 

occurrence.14 We saw in I.5 that one might treat the road sign 

[1]    SLOW 

      CHILDREN 

       AT PLAY 

in different ways, but that the most probable intended use was obvious. The 

ease with which people can decide such an issue is due to the influence of 

the situation where the text is presented. In the case of sample [1], the sign is 

placed in a location where a certain class of receivers, namely motorists, are 

likely to be asked for a particular action. It is far more reasonable to assume 

that ‘slow’ is a request to reduce speed rather than an announcement of the 

children’s mental or physical deficiencies. Pedestrians can tell that the text is 

not relevant for themselves because their speeds would not endanger 

anyone. In this manner, the sense and use of the text are decided via the 

situation. 

 20. Situationality even affects the means of cohesion. On the one hand, a 

text version such as: 
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[1b] Motorists should proceed slowly, because children are playing in the 

vicinity and might run out into the street. Vehicles can stop more readily if 

they are moving slowly. 

would remove every possible doubt about sense, use, and group of intended 

receivers. On the other hand, it would not be appropriate to a situation where 

receivers have only limited time and attention to devote to signs among the 

other occurrences of moving traffic. That consideration forces the text 

producer toward a maximum of economy; situationality works so strongly that 

the minimal version [1] is more appropriate than the clearer [1b] (cf. I.23). 

21. The seventh standard of textuality is to be called intertextuality and 

concerns the factors which make the utilization of one text dependent upon 

knowledge of one or more previously encountered texts. A driver who has 

seen road sign [1] is likely to see another sign further down the road, such as: 

[16] RESUME SPEED 

One cannot ‘resume’ something unless one was doing it at an earlier time and 

then stopped it for some reason. The ‘speed’ at stake here can only be the 

one maintained until [1] was encountered and a reduction was made. Clearly, 

the sense and relevance of [16] depends upon knowing about [1] and 

applying the content to the evolving situation. 

 22. Intertextuality is, in a general fashion, responsible for the evolution of 

TEXT TYPES as classes of texts with typical patterns of characteristics (cf. 

IX.1ff.). Within a particular type, reliance on intertextuality may be more or 

less prominent. In types like parodies, critical reviews, rebuttals, or reports, 

the text producer must consult the prior text continually, and text receivers will 

usually need some familiarity with the latter. An advertisement appeared in 

magazines some years ago showing a petulant young man saying to 

someone outside the picture: 

[17] As long as you’re up, get me a Grant’s. 

A professor working on a research project cut the text out of a magazine, 

altered it slightly, and displayed it on his office door as: 
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[17a] As long as you’re up, get me a Grant. 

In the original setting, [ 17] was a request to be given a beverage of a 

particular brand. In the new setting, [17a] seems to be pointless: research 

grants are awarded only after extensive preparation and certainly can’t be 

gotten while casually walking across a room. The discrepancy is resolvable 

via one’s knowledge of the originally presented text and its intention, while the 

unexpectedness of the new version renders it informative and interesting (cf. 

I.17). This interest effect offsets the lack of immediate situational relevance 

and the nonserious intention of the new text presenter. 

23. We have now glanced at all seven standards of textuality: cohesion 

(1.4-5), coherence (1.6-12), intentionality (I.13), acceptability (I.14-16), 

informativity (I.17-18), situationality (I.19-20), and intertextuality (I.22-22). 

These standards function as CONSTITUTIVE PRINCIPLES (after Searle 1969: 33f.) 

of textual communication: they define and create the form of behaviour 

identifiable as textual communicating, and if they are defied, that form of 

behaviour will break down. There must also exist REGULATIVE PRINCIPLES 

(again following Searle) that control textual communication rather than define 

it. We envision at least three regulative principles. The EFFICIENCY of a text 

depends on its use in communicating with a minimum expenditure of effort by 

the participants. The EFFECTIVENESS of a text depends on its leaving a strong 

impression and creating favourable conditions for attaining a goal. The 

APPROPRIATENESS of a text is the agreement between its setting and the ways 

in which the standards of textuality are upheld. 16
 

24. It will be our task in this book to pursue both the constitutive and the 

regulative principles of textual communication. We shall present some topics 

loosely grouped under each of the seven standards in turn. At the same time, 

we shall be concerned with illustrating how the constitution and use of texts 

are controlled by the principles of efficiency, effectiveness, and 

appropriateness. Not surprisingly, our discussion will lead us into some 

domains outside the confines of usual linguistics, simply because of the 

different concerns we raise. In particular, we shall be obliged to rely on 
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considerable research in other disciplines, notably COGNITIVE SCIENCE, a new 

field at the crossroads of linguistics, psychology, and computer science (cf. 

X.3 and, on artificial intelligence, X. 26ff.). The standards of textuality alone 

entail, as we have seen, factors of cognition, planning, and social 

environment merely to distinguish what constitutes a text. Still, it is perhaps 

not unduly optimistic to hope that the broad outlines we shall undertake to 

sketch are gradually being filled in by the concerted interaction of researchers 

sharing a commitment to the study of language use as a crucial human 

activity. 

  

Notes 

1 Samples [1] and [2] are public domain. Sample [3] is taken from TIME 

magazine, 22 Jan. 1979. Sample [4] is a selection from Booklet D of 

McCall & Crabbs (1961); after being used in diverse studies (see note 10 

to Chapter V), it formed the basis for a specifically text-linguistic inquiry 

(see Beaugrande 1980a, 1980c, 1981b). Simmons and Chester (1979) 

was in turn inspired by the latter’s studies. Sample [5] is taken from A. A. 

Milne’s House at Pooh Corner (1928: 44f.) Sample [6] is from Elisabeth 

Jennings’ Poems 1967 (1967:55). I 1.4-6 and 19-21; [2] in I.11; [3] in 

VII.21-28 and 42; [4] in III.26, IV.7-10, 24, 29, V.29-39, and IX.25-39; [5] in 

VI.29-31; and [6] in VII.29-4.2. 

2 The “surface” is not of course the raw material of sounds or printed marks; 

it already presupposes that language expressions are presented and 

identified. How this identification is actually done is of course a valid issue 

for the procedural approach, even though we cannot treat it here. See 

Selfridge & Neisser (1960); Sperling (1960); Neisser (1967); Crowder & 

Morton (1969); Woods et al. (1976); Rumelhart (1977a); and Walker (ed.) 

(1978). 

3 The term “cohesion” was made current by Halliday and later by Hasan (cf. 

Halliday 1964; Hasan 1968; Halliday & Hasan 1976). Compare 
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also Crymes (1968); Harweg (1968); Palek (1968); Hobbs (1976); Webber 

(1978). Note that our use of the term is extremely broad, including all 

means of signalling surface dependencies (cf. Halliday 1964: 303). 

4 We enclose linguistic samples in single quotes, excluding all punctuation 

not part of the sample. We use double quotes with conventional 

punctuation for all other purposes. 

5 On coherence, see Harweg (1968); Karttunen (1968); Bellert (1970); van 

Dijk (1972a, 1977a); Kintsch (1974); Beaugrande (1980a). “Coherence” 

has often been confused or conflated with “cohesion”; but the distinction 

between connectivity of the surface and connectivity of underlying content 

is indispensable (cf. Widdowson 1973; Coulthard 1977; Beaugrande, 

1980a). 

6 For different but largely compatible discussions of causality, cf. Schank 

(1975); Wilks (1977b). We mention some typical “junctives” that signal 

causality later on (IV.46). 7 Some “junctives” for temporal proximity are 

given in IV.47. On event boundaries, cf. III.24. 

8 In V.1, we distinguish between “meaning” as the potential of language 

expressions (or other signs) for being significant, and “sense” as the 

knowledge actually conveyed by expressions in occurring texts. 

9 “Intentionality” has been much discussed under various conditions, but 

with inconclusive results. For more directly applicable work, see 

Wunderlich (197i); Hörmann (1976); Bruce (1977); van Dijk (1977a); 

Schlesinger (1977); Cohen (1978); McCalla (1978); Wilensky (1978a); 

Allen (1979); Beaugrande (1979a, 1979b, 1980a) (compare also VI.6). 

Note that the producer of the text is not always identical with the presenter, 

e.g.1n the case of text allusion (IX.12); this factor falls under the notion of 

intertextuality (cf. 1.22 on parody). 

10 On acceptability, see Quirk & Svartvik (1966); Greenbaum (ed.) (1977). 

On acceptance of other participants’ discourse goals, see Cohen (1978); 

McCalla (1978)., Allen (1979). 
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11 This excerpt from The Pickwick Papers (Dickens 1836-37: 774) is slightly 

altered to make dialect features less difficult for non-native readers of 

English. We adopt the compromise policy throughout of keeping the words, 

but normalizing idiosyncratic spellings that might be unclear. 

12 On informativity, see Shannon (1951); Weltner (1964); Grimes (1975); 

Loftus & Loftus (1976); Groeben (1978); Beaugrande (1978b, 1986a). Our 

use of the term is broader and less formal than in early work (cf. Chapter 

VII). 

13 This excerpt is the first passage of Chanslor (1967: 9). For a full 

discussion, see Beaugrande (1978b). 

14 Situationality has been treated less in linguistics proper than in 

sociolinguistics and ethnomethodology; consult the papers in Gumperz & 

Hymes (eds.) (1972); Bauman & Scherzer (eds.) (1974). A survey of 

sociolinguistics overall is given in Dittmar (1976). 

15 A narrower use of “intertextuality” is found in Kristeva (1968); for an 

outlook closer to ours, consult Quirk (1978). 

16 We appeal to these notions below in 11.6, III.9, IV.11, 28, 37, VII.28, 

VIII.11, IX.11, and X.16 

   

Chapter II  

   

   

 The evolution of text linguistics  

     

1. Whereas only ten years ago the notion of “text linguistics” was familiar to 

few researchers, we can now look back on a substantial expanse of work. 

Surveys and readers are widely available (see for instance Stempel (ed.) 

1971; Dressler 1972a; Fries 1972; Schmidt 1973; Dressler & Schmidt (eds.) 

1973; Sitta & Brinker (eds.) 1973; Jelitte 1973-74, 1976; Petöfi & Rieser 

(eds.) 1974; Kallmeyer et al. 1974; Harweg 1974, 1978; Hartmann 1975; 

Schecker & Wunderli (eds.) 1975; Daneš & Viehweger (eds.) 1976; Coulthard 
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1977; Gülich & Raible 1977; Jones 1977; Dressler 1978; Gindin 1978; 

Grosse 1978; Kuno 1978; Nöth 1978; Rieser 1978; Beaugrande (ed.) 1980). 

The picture that emerges from these works is diffuse and diversified, because 

there was no established methodology that would apply to texts in any way 

comparable to the unified approaches for conventional linguistic objects like 

the sentence.  

2. Teun van Dijk (1979a) stresses that “text linguistics” cannot in fact be a 

designation for a single theory or method. Instead, it designates any work in 

language science devoted to the text as the primary object of inquiry. Our 

brief overview in this chapter will be centred on a few exemplary studies 

which demarcate the gradual evolution of theory and method toward an 

independent, specially tailored foundation for the study of texts. But first, we 

should glance at some historical roots with important implications.  

3. The oldest form of preoccupation with texts can be found in RHETORIC, 

dating from Ancient Greece and Rome through the Middle Ages right up to 

the present (on the current resurgence of classical rhetoric, see for example 

Corbett 1971; Winterowd (ed.) 1975; Plett (ed.) 1977; Brown & Steinmann 

(eds.) 1979). The traditional outlook of rhetoricians was influenced by their 

major task of training public orators. The main areas were usually the 

following: invention, the discovery of ideas; disposition, the arrangement of 

ideas; elocution, the discovery of appropriate expressions for ideas; and 

memorization prior to delivery on the actual occasion of speaking. In the 

Middle Ages, rhetoric belonged to the “trivium” (three studies) alongside 

grammar (formal language patterns, usually Latin and Greek) and logic 

(construction of arguments and proofs).  

4. Rhetoric shares several concerns with the kind of text linguistics we are 

exploring here (cf. Spillner 1977), notably the assumptions that:1  

(a) accessing arranging of ideas is open to systematic control;  

(b) the transition between ideas and expressions can be subjected to 

conscious training;  
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(c) among the various texts which express a given configuration of ideas, 

some are of higher quality than others;  

(d) judgements of texts can be made in terms of their effects upon the 

audience of receivers;  

(e) texts are vehicles of purposeful interaction.  

5. Within limits, researchers can study units of sound and form, or formal 

patterns of sentences, from a relatively abstract standpoint. But many 

aspects of texts only appear systematic in view of how texts are produced, 

presented, and received. Whereas the conventional linguistic question might 

be: “What structures can analysis uncover in a language?”, our question (cf. 

III.6) would be rather: “How are discoverable structures built through 

operations of decision and selection, and what are the implications of those 

operations for communicative interaction?” It is plain that classical rhetoric, 

despite its different terms and methods, was vitally involved in seeking the 

answer to the second question.  

6. A similar conclusion can be drawn about the traditional domain of 

STYLISTICS. Quintilian, an early theoretician (1st century A.D.), named four 

qualities of style: correctness, clarity, elegance, and appropriateness. While 

correctness depends on conformity with prestigious usage, and 

appropriateness is presumably definable in terms similar to our own notion 

(cf. I.23), the notions of clarity and elegance seem at first too vague and 

subjective to be reliably defined and quantified. They are akin to our notions 

of efficiency and effectiveness, respectively, without being identical. Still, 

Quintilian’s categories reflect the assumption that texts differ in quality 

because of the extent of processing resources expended on their production 

(cf. III.28).  

 7. The range of stylistic studies in modern times has been rather 

multifarious (cf. surveys in Sebeok (ed.) 1960; Spillner 1974). Recently, 

linguistics has been employed as a tool for discovering and describing styles 

(cf. survey in Enkvist 1973). Despite the diversity of approaches, nearly all 

work reflects the conviction that style results from the characteristic selection 
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of options for producing a text or set of texts. Hence, we might look into the 

style of a single text; of all texts by one author; of a group of texts by similar 

authors; of representative texts for an entire historical period; and even of 

texts typical of an overall culture and its prevailing language.2 Obviously, the 

methodological difficulties increase as we move along toward larger and 

larger domains.  

8. The most neutral means for uncovering the selections made in a text or 

set of texts is direct statistical tabulation of occurrences (cf. Doležel & Bailey 

(eds.) 1969). This method, however, obscures some significant 

considerations. The relative frequency of an occurrence is often less decisive 

than the immediate likelihood of finding it in the specific context currently 

evolving (cf. VII.5f.). What is expected within the norms of the language 

overall may be unexpected within a given context, and vice versa (cf. 

Riffaterre 1959, 1960; Beaugrande 197Sa: 39f). In addition, there are 

variations in the degree to which any option influences the identification of a 

style, e.g. by being more or less conspicuous. From considerations like the 

above, it follows that style is really only definable in terms of the operations 

carried out by the producers and receivers of texts—a major issue of concern 

in the present volume.  

9. When modern linguistics began to emerge, it was customary to limit 

investigation to the framework of the sentence as the largest unit with an 

inherent structure (cf. Bloomfield 1933: 170). Whatever structures might 

obtain beyond the sentence were assigned to the domain of stylistics. This 

division does reflect a fundamental property of language. It is much more 

straightforward to decide what constitutes a grammatical or acceptable 

sentence3 than what constitutes a grammatical or acceptable sentence 

sequence, paragraph, text, or discourse.4 When we move beyond the 

sentence boundary, we enter a domain characterized by greater freedom of 

selection or variation and lesser conformity with established rules. For 

instance, we can state that an English declarative sentence must contain at 
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least a noun phrase and an agreeing verb phrase, as in that perennial 

favourite of linguists:  

[18] The man hit the ball.  

But if we ask how [18] might fit into a text, e.g.:  

[18a] The man hit the ball. The crowd cheered him on.  

[18b] The man hit the ball. He was cheered on by the crowd.  

[18c] The man hit the ball. The crowd cheered the promising rookie on.  

it is much harder to decide what expression for the ‘man’ should be used in a 

follow-up sentence (e.g. ‘him’ vs. ‘this promising rookie’), and in what format 

(e.g. active vs. passive). Certainly, we have-no hard and fast rules which 

would force us to prefer just one continuation.  

10. For a science of texts as human activities, the distinction we have just 

raised is not so crucial. If we assume that structures are always the outcome 

of intentional operations (cf. II.5), then even single sentences must evolve 

through selection rather than being derived from abstract rules alone. 

Moreover, there are many surface relationships, such as noun followed up by 

pronoun, which can occur both within one sentence and among an extensive 

sequence of sentences. Thus, there are good motives for merging sentence 

linguistics with stylistics when building up a science of texts.  

11. Texts have been a long-standing object of LITERARY STUDIES, though 

emphasis was limited to certain text types (cf. X.13-18). Scholars have at 

various times embarked on tasks such as these:  

(a) describing the text production processes and results of an author, or a 

group of authors in some time period or setting;  

(b) discovering some problematic or contestable senses for texts;  

(c) assigning values to texts.  

The attempt to make these tasks more systematic and objective has spurred 

an application of linguistic methods to literary studies (cf. Spitzer 1948; Levin 

1962; Chatman & Levin (eds.) 1967; Jakobson & Jones 1970; Ihwe (ed.) 

1971; Koch (ed.) 1972; van Dijk 1972a, 1972b; Ihwe 1972; Spillner 1974; 

Kloepfer 1975). Quite possibly, the expanded scope of text linguistics renders 
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it still more useful in this kind of application than the conventional 

methodology of describing structures as such: we try to go beyond the 

structures and ask how and why texts are built and utilized (cf. o.6; X.16ff.).  

12. Texts have also come under the scrutiny of ANTHROPOLOGY in its 

explorations of cultural artefacts (cf. X.8). Bronislaw Malinowski (1923) 

expounded the importance of viewing language as human activity in order to 

study meaning. Special attention was devoted to myths and folktales by 

Vladimir Propp (1928) and later by Claude Lévi-Strauss (1960) and his 

followers. Anthropologists like these borrowed from linguistics various 

methods of structural analysis and description (cf. also Dundes 1962; 

Bremond 1964; Greimas 1967; Zolkovskij & Sčeglov 1967; Colby 1973a, 

1973b). The operational approach of the kind we are following has been 

adopted more and more in the last few years (cf. Beaugrande & Colby 1979).  

13. Anthropological investigation of little-known cultures was massively 

supported by a linguistic method known as TAGMEMICS (developed largely by 

Kenneth Pike 1967; see also Longacre 1964, 1970, 1976). The method called 

for gathering and analysing data in terms of “slots” and “fillers”, i.e. according 

to the positions open within a stretch of text and to the units that can occupy 

those positions. Tagmemics looks beyond the boundaries of both sentences 

and texts toward such large complexes of human interaction as a football 

game or a church service. The slot-and-filler method, a basic technique of 

code-breaking, is eminently useful for describing languages about which the 

investigator knows nothing in advance. The investigator uses means of 

language elicitation which impel native speakers to produce utterances of 

particular types.  

    14. The integration of anthropology and linguistics in the tagmemic 

approach has provided invaluable documentation of many rapidly 

disappearing languages in remote regions. The major contribution to a 

science of texts lies in the systematic recognition of relationships between 

language and the settings of communication. However, a slot-and-filler 

approach is too rigid to encompass textuality as depicted in this volume; there 
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must be operational processes before there can be any configurations of 

slots to fill in the first place. Again, we face the distinction between the 

discovery or analysis of the structures, and the procedures which select and 

build structures (cf. o.6; II.5; III.6).  

15. SOCIOLOGY has developed an interest in the analysis of CONVERSATION 

as a mode of social organization and interaction (cf. X.8). For example, 

studies have been conducted on how people take turns in speaking (Sacks, 

Schegloff & Jefferson 1974). The field entitled ETHNOMETHODOLOGY inquires 

into correlations between patterns of speaking and social roles or groups (cf. 

Gumperz & Hymes (eds.) 197.2; Bauman & Scherzer (eds.) 1974): how 

people adapt their language behaviour in certain group encounters; how 

speaking conventions are established or changed; how social dominances 

emerge in speaking; and so forth.  

16. The study of conversation, sometimes also called DISCOURSE ANALYSIS 

(CF. Sinclair & Coulthard 1975; Coulthard 1977), is of vital import to a 

science of texts. The mechanisms which combine TEXTS as single 

contributions into DISCOURSES as sets of mutually relevant texts directed to 

each other, reveal major factors about the standards of textuality.5 Cohesion 

is affected when surface structures are shared or borrowed among separate 

texts (cf. IV.33; VI.26). Coherence of a single text may be evident only in 

view of the overall discourse (cf. IX.22f.). Intentionality is shown in the goal-

directed use of conversation (cf. VI.16ff; VIII.13ff.), and acceptability in the 

immediate feedback (cf. I.15; VI.4). The role of situationality is particularly 

direct (cf. VIII.13), and the whole organization illustrates intertextuality in 

operation (cf. IX ‘3ff.). The selection of contributions to conversation can be 

controlled by the demands of informativity (cf. IX. 14).  

17. We have rapidly reviewed some disciplines which, for various motives, 

share many concerns with a science of texts. Indeed, the regrettable lack of 

co-operation among these disciplines in past times might well be due to the 

absence of a pivotal text science. We shall now glance at some previous 
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work in the field of linguistics proper, where the text was generally considered 

a marginal entity until it became hard to ignore any longer.  

18. An early milestone emerged from PHILOLOGY, a forerunner of modern 

linguistics, dealing with the organization and evolution of language sounds 

and forms in historical time. Comparing word order in ancient and modem 

languages, Henri Weil (1844, 1887) detected another principle besides 

grammar: the relations of “thoughts” to each other evidently affects the 

arrangement of words in sentences. His investigations were renewed by 

Czech linguists (many of them in the “Prague School”) under the designation 

of FUNCTIONAL SENTENCE PERSPECTIVE (cf. IV.51-53; VII.18.4). This designation 

suggests that sentence elements can “function” by setting the knowledge 

they activate into a “perspective” of importance or newness. In many 

languages, for instance, elements conveying important, new, or unexpected 

material are reserved for the latter part of the sentence (cf. IV.52f.).  

19. The emergence of modern linguistics in the present century 

(particularly in the USA) was associated with methods which came to be 

termed DESCRIPTIVE or STRUCTURALIST.6 Language samples were gathered 

and analysed according to SYSTEMS of MINIMAL UNITS. Minimal units of sound 

were called “phonemes”; those of form, “morphemes”; those of word order, 

“syntagmemes”; those of meaning, “semes” or “sememes”; and so on. Each 

system of minimal units constitutes a LEVEL organized by the OPPOSITION OF 

UNITS and their DISTINCTIVE FEATURES, so that each unit was in some way 

distinct from all others. Hence, if a “system” is defined as “a set of elements in 

which each element has a particular function” (cf. III.2), then these systems 

were upheld by the function of distinctiveness. When the several systems of a 

language had been identified and their units classified, the language would 

have been completely described.  

20. Even this brief outline of the descriptive structural method should 

indicate that it has no obvious provisions for the study of texts. Of course, one 

can analyse a text into levels of minimal units as depicted, but there is no 

guarantee that we will have uncovered the nature of the text by doing so. On 
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the contrary, the extraction of tiny components diverts consideration away 

from the important unities which bind a text together.  

21. Not surprisingly, early work on texts in this tradition was diverse. Zellig 

S. Harris (1952, reprinted 1963) proposed to analyse the distribution of 

morphemes in texts according to “equivalences”: relationships in which 

elements were the same or had the same environments. To increase the 

number of equivalences and thus to make analysis more exhaustive, Harris 

applied the notion of “transformation” that was later adopted and modified by 

his pupil Noam Chomsky. A “transform” of the text gradually emerged with a 

maximum of equivalences. For example, to obtain a pattern equivalent to 

“you will be satisfied”, Harris transforms an earlier stretch of text from 

‘satisfied customers’ to ‘customers are satisfied’—a familiar operation to 

sentence grammarians nowadays.  

22. Despite the enormous impact of the concept of “transformation” 

(employed here for the first time in linguistics, as far as we know), Harris’s 

proposal for “discourse analysis” on distributional principles seems to have 

received little notice (see now Prince 1978). It is not fully clear what Harris’s 

method is supposed to discover. Whereas descriptive linguistics was centred 

on classification of units, the operation of “representing the order of 

successive occurrences of members of a class” had never been applied 

before (Harris 1952: 8). Harris himself admits (1952: 493) that the 

equivalences of structure among sentences tell us nothing about 

relationships of meaning (indeed, he is anxious to avoid appealing to 

meaning in any way); at most, “we can say what criteria a new sentence must 

satisfy to be formally identical with the sentences of the text”. As Bierwisch 

(1965a) shows in his critique of Harris, a very doubtful text can be set up 

which all the same satisfies the equivalence criteria being used. Still, Harris’s 

paper is an interesting proof that the cohesion of texts entails a certain 

degree of recurrence and parallelism of syntactic patterns from sentence to 

sentence (cf. IV. 12ff.).  
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23. Eugenio Coseriu’s (1955-6, reprinted 1967) study of “determination 

and setting” is based on entirely different considerations. He asserts that 

research on language demands the investigation not only of speakers’ 

knowledge of a language but also of techniques for converting linguistic 

knowledge into linguistic activity. He employs the notion of “determination” to 

show how word meanings can be applied, e.g. via “discrimination” (picking 

among possible referents of an expression), “delimitation” (singling out 

certain aspects of meaning), and “actualisation” (making potential knowledge 

currently active, cf. III.12), each of these having subtypes dealing with 

identities, individualities, quantities, class inclusions, specifications, 

distinctions, and specializations. He then presents an elaborate classification 

of “settings” (“entornos”) based on such factors as cultural, social, cognitive, 

and historical surroundings, degree of mediation between text and situation 

(cf. VIII.1), and range of content being addressed.  

24. It is indeed lamentable that Coseriu’s proposals went unheeded at the 

time. The issues he raised are only now being recognized as significant for 

the empirical study of meaningful communication. Units of content are not 

fixed particles with a stable identity, but rather fuzzy agglomerates sensitive 

to the conditions of their usage (cf. V.4). Some of the bizarre side effects of 

subsequent attempts to describe language isolated from its uses and 

functions might have been averted if Coseriu’s ideas had been accorded the 

attention they merited.  

25. The first large-scale inquiry into text organization was contributed by 

Roland Harweg (1968).8 He postulated that texts are held together by the 

mechanism of “substitution” (one expression following up another one of the 

same sense or reference and thus forming a cohesive or coherent 

relationship). As his chapter on “the phenomenology of pronominal chaining” 

(1968: 178-260) reveals, his notion of “substitution” is extraordinarily broad 

and complex, subsuming relationships such as recurrence (cf. IV.12ff.), 

synonymy (cf. IV.18), class/instance (cf. V.17), subclass/superclass (cf. 

V.17), cause/effect, part/whole, and much more.9 He stresses the 
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DIRECTIONALITY of substitution, i.e., the order in which something follows up 

whatever it is being substituted for. Although our own model has a different 

organization and terminology from Harweg’s, we will be concerned with many 

of the same textual relationships as those he described.  

26. There were a number of other text studies based more or less on the 

descriptive structural approach,10 but the main tendencies should now be 

evident. The text was defined as a unit larger than the sentence (cf. Pike 

1967; Koch 1971; Heger 1976). Research proceeded by discovering types of 

text structures and classifying them in some sort of scheme. Occasionally, 

the framework of investigation was expanded to include sequences of texts or 

situations of occurrence (e.g.1n Coseriu 1955-6; Pike 1967; Harweg 1968; 

Koch 1971). But in general, structures were construed as something given 

and manifest, rather than something being created via operational 

procedures of human interactants. We end up having classifications with 

various numbers of categories and degrees of elaboration, but no clear 

picture of how texts are utilized in social activity.  

27. Even within its own boundaries, the descriptive method eventually 

breaks down in the face of COMPLEXITY (when a language aspect is too 

intricate, and its constituents too numerous and diversified, for full 

classification) and OPEN SYSTEMS (when a language aspect entails sets of 

unlimited membership). For instance, we can classify endless numbers of 

English sentences as distributions of morphemes and still not have 

exhausted the patterns of all possible sentences. The language model 

usually called “transformational grammar” was well received when it offered a 

means of handling complexity and open systems: the infinite set of possible 

data in the standard model, sentences of a language is seen as derivable 

from a small set of basic patterns plus a set of rules for manipulating and 

creating more elaborate patterns.  

28. This new approach leads to a different outlook on texts. Instead of 

viewing the text as a unit above the sentence, we would see it as a string 

composed of well-formed sentences in sequence. At first, Katz and Fodor 
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(1963) argued that the text might as well be treated as one super-long 

sentence that happened to be joined by periods rather than conjunctions. 

This option is left open by the standard grammar, since there is no limit on 

sentence length. But there are some structures which are less typical in 

sequences of separate sentences than within a single long sentence.11 And 

the empirically given texts have doubtless assumed the format of separate 

sentences for potent motives anchored somewhere in speakers’ knowledge 

of their language. There is no way in which the Katz-Fodor proposal could 

account for textuality in the sense we are using that notion.  

29. Karl-Erich Heidolph (1966) notes that the factors of accent, intonation, 

and word-order within a sentence depend on the organization of other 

sentences in the vicinity. He suggested that a feature of “mentioned” vs. “not 

mentioned” could be inserted in the grammar to regulate these factors. Horst 

Isenberg (1968, 1971) follows Heidolph with a further enumeration of factors 

which cannot be solved within the bounds of the isolated sentence, such as 

pronouns, articles, and sequence of tenses. He adds features intended to 

capture the status of noun phrases, e.g. knownness, identity, identifiability, 

generality, and contrastivity. He also appeals to coherence relations like 

cause, purpose, specification, and temporal proximity.  

30. Some time after these scholars had argued in support of text 

linguistics, a group of researchers convened at the University of Konstanz, 

Germany, to participate in a federally funded project on the notion of “text 

grammar”. This group, centred around Hannes Rieser, Peter Hartmann, 

János Petöfi, Teun van Dijk, Jens Ihwe, Wolfram Köck, and others, undertook 

to formulate an abstract grammar and lexicon that would “generate” a text by 

Brecht entitled ‘Mr K’s Favourite Animal’, i.e., that would assign structural 

descriptions to the sentences of the text. The results of the project (some of 

them set forth in van Dijk, Ihwe, Petöfi, & Rieser 1972) indicate that the 

differences between sentence grammar and text grammar proved more 

significant than had been supposed. Despite a huge apparatus of rules, there 

emerged no criteria for judging the text “grammatical” or “well-formed.12 Why 
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might the sentences not be in some other order or format? The problem of 

common reference was not solved, but simply incorporated into the “lexicon” 

for the text.13 A debate ensued between Werner Kummer (1972a, 1972b) and 

members of the project (Ihwe & Rieser 1972), in which he questioned the 

basic assumptions of the whole undertaking.  

31. The Konstanz project is in some ways reminiscent of Harris’s (1952) 

“discourse analysis” (cf. Again, a grammatical method was applied to an 

unintended task, and again, nothing seems to have been proven except that 

sentences share structural properties within a text just as much as within the 

grammar of a language overall. No standards for distinguishing between texts 

and non-texts were found. The rules certainly do not reflect the processes 

that would operate in producing or receiving a text. Indeed, as Kummer 

(1972a: 54) notes, the “generating” of the text is presupposed by the 

investigators rather than performed by the grammar.  

32. János Petöfi (1971) had already foreseen the difficulties of using 

transformational grammar for a theory of texts. He reviewed the “standard” 

theory (after Chomsky 1965) in which the syntactic structure is generated first 

and then a semantic interpretation” is performed, as compared to the 

generative semantic” theory (cf. papers in Steinberg & Jakobovits (eds.) 

1971) in which the basic structure is a representation of the meaning and the 

syntactic form is imposed later on. Petöfi asks whether it might not be 

expedient to construct a grammar with separate components for the speaker 

and for the hearer. While the speaker would start with meaning and create a 

sequential pattern, a hearer would begin with the completed sequence and 

work back to the meaning.14  

33. Petöfi’s 1971 volume ushered in the development of a vastly elaborate 

theory of texts, often called the “text-structure/world-structure theory” 

(“TeSWeST” for short). He has undertaken to distribute the various aspects of 

texts over a battery of representational devices derived from formal logic. As 

the theory evolves, the number and complexity of its components steadily 

increases (see Petöfi 1980 for a current version). The trend is to integrate 
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more and more factors relating to the users of texts rather than to the text as 

an isolated artefact. For example, the LEXICON, which originally contained little 

more than the vocabulary defined for the text at hand (see van Dijk, Ihwe, 

Petöfi & Rieser 1972), is made to incorporate steadily more “commonsense 

knowledge” about how the world at large is organized (cf. Petöfi 1978: 43). 

The logical status of text sense simply does not emerge unless we consider 

its interaction with the users’ prior knowledge (see already Petöfi 1974).  

34. In the 1980 version, components are offered for representing a text 

from nearly every perspective. To meet the demands of the logical basis, a 

“canonical” mode (a regularized, idealized correlate) is set up alongside the 

“natural language” mode in which the text is in fact expressed. Rules and 

algorithms are provided for such operations as “formation”, “decomposition”, 

“construction”, “description”, “interpretation”, and “translation”.15 The 

reference of the text to objects or situations in the world is handled by a 

“world-semantic” component; at least some correspondence is postulated 

between text-structure and world-structure.  

35. Setting aside the technical details of Petöfi’s evolving model, we can 

view it as illustrative of the issues which logic-based text theories will have to 

face. Either established logics are employed, so that much of the texts’ nature 

is lost from view; or the logics are modified to capture texts more adequately 

(Petöfi 1978: 44f.). Petöfi foresees intricate mechanisms to mediate between 

real texts and logically adequate versions of texts. Whether this undertaking 

will succeed, and whether it will then clarify the interesting properties of texts, 

remains to be seen. Perhaps a less rigorous, formalized approach would do 

more justice to the approximative way humans use texts in everday 

communication.  

36. Teun van Dijk’s (1972a) monumental treatise, Some Aspects of Text 

Grammars, pursues a rather different range of considerations. Like Heidolph 

(1966) and Isenberg (1968), 1971), van Dijk marshalled the arguments for 

text grammars in terms of problems that sentence grammars could not treat 

satisfactorily. His main object of study was literary and poetic texts, which 
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often do not conform to conventions of grammar and meaning and still belong 

indisputably to the set of texts of a language (cf. IX.9). He concluded that 

there must be “literary operations” applied to sound, syntax, and meaning in 

order to obtain such unconventional texts, e.g. addition, deletion, and 

permutation (i.e., inserting, leaving out, or changing the basic materials). 

Literary metaphors served as illustrations.  

37. An important notion which sets van Dijk’s work apart from studies of 

sentence sequences is that of MACRO=-STRUCTURE:16 a large-scale statement 

of the content of a text. Van Dijk reasoned that the generating of a text must 

begin with a main idea which gradually evolves into the detailed meanings 

that enter individual sentence-length stretches (cf. III.21). When a text is 

presented, there must be operations which work in the other direction to 

extract the main idea back out again, such as deletion (direct removal of 

material), generalization (recasting material in a more general way), and 

construction (creating new material to subsume the presentation) (van Dijk 

1977a).17 Sentence grammars of course make no provision for any such 

operations concerning macrostructures, since the issue simply does not 

come up in the contemplation of isolated sentences. Accordingly, van Dijk 

turned to cognitive psychology for a process-oriented model of the text. In 

collaboration with Walter Kintsch, he investigated the operations people use 

to summarize texts of some length, notably stories (cf. Kintsch & van Dijk 

1978; van Dijk & Kintsch 1978).18 The typical summary for a text ought to be 

based on its macro-structure (see now van Dijk 1979b). However, research 

showed that the actual outcome involves both the macro-structure of the text 

and previously stored macro-structures based on knowledge of the 

organization of events and situations in the real world (cf. our discussion of 

“schemas” in IX.25-28).  

38. A still different line has been adopted in the work of Igor Mel’čuk (cf. 

Mel’čuk 1974, 1976; Mel’čuk & Žolkovskij 1970). He argues that the transition 

between “meaning” (Russian “smysl”) and text should be the central 

operation of a linguistic model, i.e. how meaning is expressed in or 
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abstracted out of a text. “Meaning” is to be defined as “manifesting itself” in 

the “speaker’s ability to express one and the same idea in a number of 

different ways and in the hearer’s ability to identify a number of outwardly 

different synonymous utterances as having the same meaning” (Mel’čuk & 

Žolkovskij 1970:11). As might be expected from this declaration, the mainstay 

of investigation is the construction of paraphrasing systems” (on paraphrase, 

cf. IV.18-19).  

39. Mel’čuk envisions a meaning representation with its own “syntax”; that 

is, with a connectivity not visible in the grammatical organization. He arrives 

at a network which is in some ways similar to those we shall discuss in 

Chapter V, though he subdivides concepts into simpler units upon occasion. 

The units are taken from a “deep lexicon”, moved to the network, and then 

formatted with a “deep syntax” (“deep” in the sense of being composed of 

primitive, basic elements rather than words and phrases of the text itself. 19 

To create acceptable paraphrases, “weighted filters” are imposed on the 

selection of options.  

40. The “text grammars” of Petöfi, van Dijk, and Mel’čuk are typical of 

recent attempts to redirect transformational generative grammar. Whereas 

the earlier research simply postulated the same kind of structures among 

sentences as those that had been established within sentences, allowing only 

small alterations (e.g. Heidolph 1966; Isenherg 1968, 1971; van Dijk, Ihwe, 

Petöfi & Rieser 1972), the recent trends reveal a search for a fundamentally 

different conception of grammar. Mel’čuk’s model adapts the paraphrase 

potential built into the notion of “transformation” (see Ungeheuer 1969) to 

focus the direction of the language model toward “imitating human behaviour 

in a purely automatic manner” (Mel’čuk & Žolkovskij 1970: 10). For this task, 

he adopts a new kind of meaning representation to capture cognitive 

continuity (cf. V.2). Petöfi shifts the operation of transformation from its 

original domain on the syntactic level only and allows transformations among 

different levels, so that more elaborate correspondences throughout the 
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language can be developed. Van Dijk expands transformations to describe 

cognitive processes that can render texts “literary” or produce summaries.  

41. It is probably safe to conclude that virtually all models of texts and text 

grammars will make some use of the notion of “transformation”, but probably 

not the same use made in Chomskyan grammar. Moreover, many 

assumptions found in the older grammar such as the autonomy of syntax are 

likely to be dropped as the demands of modelling human communication in 

real interaction become better defined. The trends indicated by the work of 

Petöfi, van Dijk, and Mel’čuk illustrate this kind of evolution in theory and 

method.  

42. This chapter has not been intended as an exhaustive survey of 

research on texts. Instead, we have merely essayed to mention some 

representative work inside and outside linguistics. In particular, we intended 

to suggest the sort of approaches that arise when texts are investigated from 

various perspectives and for various motives. In most cases, the notion of 

“text” involved has been narrower than the one we are advocating ourselves 

(e.g.: unit bigger than the sentence; distribution of morphemes; sequence of 

well-formed sentences), but the scope is expanding steadily, as Petöfi and 

van Dijk have demonstrated. Accordingly, we view our own approach as an 

outcome of continual evolution rather than a confrontation or even refutation 

of previous theories and methods.  

   

Notes  

1 We return to these matters in our sketch of text production (III.18-28).  

2 The notion of a whole language having “style” seems out of place: how can 

the repertory itself be a selection? The selection involved here would be the 

characteristic means which one language offers among the totality that could 

be available to language in principle. The “comparative stylistics” of Vinay 

and Darbelnet (1958) (cf. X.23) is quite revealing.  

3 On judging grammaticality or acceptability, cf. VI. 21ff.  
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4 It will not help to view texts or discourses as super-long sentences (cf. Katz & 

Fodor 1963; 11.28) or as sentence sequences joined with “punctuation 

morphemes” (periods) (cf. Ballmer 1975). Sentences are judged by their 

cohesion, whereas texts and discourses must possess all the standards of 

textuality enumerated in Chapter I.  

5 Our own use of the term “discourse” is that explained here, and is more 

compatible with Sinclair and Courtyard’s work than with that of Zellig Harris 

(1952), who also uses the term (cf. II.21-22). If, as we argue here, discourses 

inherit all the standards of textuality, we might want to make the discourse 

our central notion (see for example “discourse-world models” vs. “text-world 

models”, IX.23). But we might incur some disadvantages for treating single 

texts occurring by themselves.  

6 Later, the term “taxonomic linguistics” was applied to this approach by 

transformational grammarians, whose work was also the description of 

structures (a very special use of the notion of “generative”) (cf. II.30). The 

most elaborate taxonomic work is that of Koch (1971), who devotes 

considerable attention to the implications of creating taxonomies.  

7 We use the term LEVEL throughout to designate one of the systemic, 

simultaneously co-present aspects of a language or text, e.g. sound, syntax, 

meaning, planning, etc, and not a type of unit, e.g. morpheme, word, 

sentence, etc; the latter are better called RANKS.  

8 Like many early landmarks in text linguistics — e.g. Schmidt (1968), Koch 

(1971), and Wienold (1971)—Harweg (1968) was a habilitation dissertation 

directed by Prof. Peter Hartmann at the University of Münster (West 

Germany). The publication dates are all substantially later than the actual 

work.  

9 When citing from various sources, we try to use our own terminology rather 

than that of each individual researcher, provided there are discoverable 

correspondences, to save confusion and promote unity.  

10 Most of these are found in the references in Dressler (1972a).  
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11 One example is “cataphora”, in which the pro-form appears before any 

noun or noun phrase supplying its content (cf. IV.23-24).  

12 The notion of “well-formedness” has rather indiscriminately been expanded 

from grammar to domains where its application is rather doubtful. To prevent 

further confusion, we do not use the notion at all, assuming that all actually 

occurring texts are “well-formed” if intended and accepted as such; they may 

of course be inefficient, ineffective, or inappropriate (cf. 1.23). We will have 

enough to do with these real samples and need not try to concoct deliberately 

“ill-formed” texts on our own.  

13 Concerning the “lexicon”, cf. II.33.  

14 But this model only captures some activities of real production and 

reception of texts, dwelling with undue stress on linearization (cf. III.25f).  

15 Such elaborate machinery is probably required for any logic-based model of 

texts with as wide a scope as Postfix’s. Petofi’s basic representation is, 

surprisingly perhaps, still first-order predicate calculus. For a lengthy 

treatment, see Biasci & Fritsche (eds.) (1978).  

16 In van Dijk (1972a), he used the term “deep structure” but dropped it later to 

save confusion with Chomskyan usage (cf. van Dijk 1979b). See note 19 to 

this chapter.  

17 Van Dijk makes no attempt to bring these notions into contact with the 

similar work of David Ausubel or John Bransford. See also discussion in 

1X.28.  

18 Concerning story understanding, see note 22 to Chapter IX.  

19 In transformational grammars, “deep” entities are primitive ones not capable 

of further decomposition, e.g. the structures of axioms. In the procedural 

approach, “deep” entities are those removed from the surface presentation; 

“deeper” processing therefore entails less identification and more integration 

and organization than shallower processing (cf. III.9 and note 6 to Chapter 

III).  
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Chapter III  

 The procedural approach  

  1. For many years, syntax and semantics were studied with little regard for 

the ways people use grammar and meaning in communication. The use of 

language was relegated to the domain of PRAGMATICS and left largely 

unexplored. In a procedural approach, however, all the levels of language 

are to be described in terms of their utilization. Pragmatics is then the domain 

of PLANS and GOALS, and questions of use are freely treated in syntax and 

semantics as well. Our notions of “cohesion” and “coherence” can be helpful in 

studying a text only if they deal with how connections and relations are 

actually set up among communicative occurrences. The concerns of 

pragmatics are dealt with by exploring the attitudes of producers 

(“intentionality”) and receivers (“acceptability”), and the communicative 

settings (“situationality”).  

2. Linguists of all persuasions seem to agree that a language should be 

viewed as a SYSTEM:1 a set of elements each of which has a function of 

contributing to the workings of the whole. This definition is so general that its 

implications for language research can be highly diverse. For example, as 

noted in II.19, early study entailed extracting systems of minimal units for each 

aspect of a language; each unit had the function of being distinctive from all 

the others. However, no one would equate this kind of system with the 

operations of communicating: people are not combining distinctive units in any 

direct or obvious way. Indeed, empirical tests show that many abstract 

distinctions are not perceptibly maintained in real speaking and are 

recoverable only from context (cf. Pollack & Pickett 1964; Woods & Makhoul 

1973; Walker (ed.) 1978).  

3. One’s outlook on an object of study depends upon the scientific tasks to 

be accomplished. The SYSTEMIZATION of the object (discovery or imposition of 

a system in some domain of study)—a notion advanced especially by Carl 

Hempel—proceeds on the basic assumption that occurring manifestations are 

controlled by orderly principles rather than by randomness. The DESCRIPTION 
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of an object requires that we identify those orderly principles to the extent that 

the classification of samples can be objectively and reliably performed. The 

EXPLANATION of the object, on the other hand, requires that we uncover the 

principles whereby the object assumed the characteristics it has and whereby 

the observable samples were created and used. A description of a language 

may be given quite independently of any stated or implied explanation. 

Indeed, descriptions can be simplified by deliberately excluding many 

considerations which an explanation would have to address.  

4. A case in point is the opposition between MODULARITY, where the 

components of a model are viewed as independent of each other, and 

INTERACTION, where the components are seen to interlock and control each 

other (cf. Sussman 1973: 12f.; Winograd 1975: 192). Modular systems are far 

easier to design and keep track of, since additions or modifications affect only 

specific elements; in exchange, however, system operations are vastly 

cumbersome (cf. Levesque & Mylopoulos 1979: 94). Therefore, the largely 

modular models of language developed in both descriptive structural 

linguistics and transformational grammar would provide only very inefficient 

operating systems for the use of language in real time. Language users would 

appear to be floating in an endless sea of minute structures on different 

language levels; how syntax and grammar interact with meaning and purpose 

remains a mystery.  

5. There can be no doubt that real communicative behaviour can be 

explained only if language is modelled as an interactive system (cf. Walker 

(ed.) 1978). The correlation between levels cannot be ignored or reserved for 

some after-the-fact phase of “interpretation”. Tests show that a language 

model in which syntax is autonomous cannot function in real time because of  

COMBINATORIAL EXPLOSION: an immense over-computation of alternative 

structures and readings that run into astronomically vast operation times.3 The 

understanding of the road sign [1] (‘slow children at play’), to take a very mild 

example, would demand too much processing if it had to be analysed 

independently of the context where it occurs (cf. I.19). The production and 
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reception of a text of greater length, if they had to be done without interaction 

of language levels and cognitive or situational factors, would seem to be little 

short of a miracle.  

6. Considerations of this kind have led to the inception of a PROCEDURAL 

APPROACH to the study of texts in communication. Here, the discovery of units 

and structural patterns, though still a central activity of investigation, is not a 

goal in itself. Instead, we are concerned with the operations which manipulate 

units and patterns during the utilization of language systems in application (cf. 

II.5). The TEXT figures as the actual outcome of these operations. Hence, a 

text cannot be explained as a configuration of morphemes or sentences (cf. 

Chapter II): we would rather say that morphemes and sentences function as 

operational units and patterns for signalling meanings and purposes during 

communication. The thoroughness with which text users actually organize and 

utilize morphemic and syntactic materials should be an issue for empirical 

research under realistic conditions, rather than an a priori assumption dictated 

by a particular theory.  

7. As Manfred Bierwisch (1966: 130) notes, there is no definite constraint 

on the number of abstract grammars which could be set up for a language. It 

has been customary to argue in favour of one grammar over another on the 

basis of criteria such as simplicity, consistency, and generality. In the 

procedural approach, however, the decisive criteria must include operationality 

and human plausibility.4 The intuitions of linguists can be no more than a 

heuristic, and do not constitute primary data (see discussion in Crystal 1971: 

105ff.; Spencer 1973; Ringen 1975; Snow & Meijer 1977). The validity of 

theories and models must be demonstrated from natural human activities.  

8. Research along these lines entails a shifting of priorities among the 

issues to be explored.5 For example, the distinction between sentences and 

non-sentences is absolutely indispensable for an abstract grammar, since it 

decides what the grammar should or should not allow. But if human language 

users are in fact demonstrably unable to make such a distinction consistently 

as suggested by the research reviewed in VI.23ff, grammaticality of sentences 
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is only a DEFAULT in a theory of language as human activity, that is, something 

assumed in absence of contrary specification (cf. III.18). A presentation is 

likely to be rejected as a non-text only if the standards of textuality are so 

strongly defied (e.g. by total absence of discoverable cohesion, coherence, 

relevance to a situation, etc.) that communicative utilization is no longer 

feasible (cf. I.3). Such a borderline can depend on factors outside the text 

itself, e.g., tolerance and prior knowledge of the participants present, or type of 

text in use.  

9. As the distinctions of sentence/non-sentence and text/non-text lose 

importance, the gradations of efficiency, effectiveness, and appropriateness 

gain (cf. 1.23). Those factors control what people say at least as much as do 

the abstract rules of grammar and logic. Procedurally, efficiency contributes 

to processing ease, that is, the running of operations with a light load on 

resources of attention and access. Effectiveness elicits processing depth, 

that is, intense use of resources of attention and access on materials removed 

from the explicit surface representation.6 Appropriateness is a factor 

determining the correlation between the current occasion and the standards of 

textuality such that reliable estimates can be made regarding ease or depth of 

participants’ processing. Notice that efficiency and effectiveness tend to work 

against each other. Plain language and trite content are very easy to produce 

and receive, but cause boredom and leave little impression behind. In 

contrast, creative language and bizarre content can elicit a powerful effect, but 

may become unduly difficult to produce and receive. Hence, appropriateness 

must mediate between these opposed factors to indicate the proper balance 

between the conventional and the unconventional in each situation.  

10. The quality of a text as efficient, effective, and appropriate would be 

sensitive to the extent of processing resources expended upon its production 

and reception (cf. III.28). In principle, there is no cut-off point where production 

is definitively accomplished, but at most a THRESHOLD OF TERMINATION where 

the producer finds the outcome satisfactory for the intended purpose (cf. 

Flower & Hayes 1979: 17). Similarly, the receivers’ judgement of text quality 
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will affect the extent of resources they are disposed to expend on processing 

the presentation. There would be no absolute end to reception, but rather a 

threshold of termination where utilization appears satisfactory. In principle, 

someone else could come along and revise the text still further or analyse it 

yet more thoroughly.7  

11. The considerations we have raised suggest how difficult it would be to 

limit the study of texts to the artefacts of speech or writing alone. Those 

artefacts are inherently incomplete when isolated from the processing 

operations performed upon them. If we view a text as a document of decision, 

selection, and combination, then many occurrences are significant by virtue of 

the other alternatives which might have occurred instead. Frequently, the 

basic organization of the language (e.g.1ts regularities of sound, grammar, 

vocabulary, etc.) provide no decisive guidelines about what should be chosen. 

We must constantly seek to discover and systemize the MOTIVATIONS and 

STRATEGIES according to which the creation and utilization of texts are kept in 

operation.  

12. On the other hand, we must guard against allowing the text to vanish 

away behind mental processes. Recent debates over the role of the reader 

point up the dangers of assuming that text receivers can do whatever they like 

with a presentation.8 If that notion were accurate, textual communication would 

be quite unreliable, perhaps even solipsistic. There must be definitive, though 

not absolute, controls on the variations among modes of utilizing a text by 

different receivers (cf. III.16). Beaugrande (1980a) proposes that the text itself 

be viewed as a system, being a set of elements functioning together.9 

Whereas a language is a VIRTUAL system of available options not yet in use, 

the text is an ACTUAL system in which options have been taken from their 

repertories and utilized in a particular STRUCTURE (relationship between or 

among elements). This utilization is carried out via procedures of 

ACTUALISATION.10  

13. Since descriptive structural linguistics and transforma-tional grammar 

are both preoccupied with virtual systems, little research was expended on 
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actualisation procedures until recently. Even at this early stage of inquiry, it 

now seems clear that actualisation is organized in ways which are not directly 

applicable to virtual systems. For instance, there seems to be a very heavy 

interdependency of decisions and selections, both within one level and among 

different levels. This interdependency exerts powerful controls on possible 

variations in utilizing a single text. If one participant adopted an 

unconstrainedly idiosyncratic outlook on textual occurrences, communication 

would be seriously damaged.  

14. From here, Beaugrande (1980a) concludes that a text constitutes a 

CYBERNETIC system which continually regulates the functions of its constituent 

occurrences. Whenever a textual occurrence falls outside the participants’ 

systems of knowledge about language, content, and purpose, the STABILITY of 

the textual system is disturbed and must be restored by REGULATIVE 

INTEGRATION of that occurrence, e.g. via additions or modifications to one’s 

store of knowledge. Text utilization is blocked only if regulative integration 

fails, e.g.1f irresolvable discrepancies persist. Under normal conditions, 

participants uphold systemic stability in maintaining a CONTINUITY of cognitive 

experience by discovering the relations between each meaningful occurrence 

and its context.11 Even where there are several possible relations that might 

be constructed, some are more satisfactory or probable than others and will 

therefore be given PREFERENCE.12 To the extent that preference knowledge is 

shared by a communicative community (or indeed, serves to identify such a 

community), the processing outcome of a particular text will be quite similar 

among all members of the community. Any noticeably idiosyncratic outcome 

will elicit special regulation, so that in time, the language user becomes aware 

of community preferences.  

15. The awareness of community preference knowledge is by no means a 

compulsion to conform to it. On the contrary, a text whose format and content 

were entirely in conformity with established knowledge would possess an 

extremely low degree of informativity in the sense of I.17f. (cf. also Chapter 

VII). Complete knownness or, in cybernetic terms, total stability is evidently 
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uninteresting to the human cognitive disposition. Communication therefore 

acts as the constant removal and restoration of stability through disturbing and 

resuming the continuity of occurrences. Hence, the awareness of preference 

knowledge cannot preclude creativity in textual communication; instead, it 

merely enables participants to find an orientation for creativity and to provide 

or recover its motivations within a given textual system.  

16. The above line of argument suggests how a systems-theoretical 

approach would resolve the dilemma of admitting human processes as factors 

in the utilization or investigation of texts. The users of a system must be aware 

of the system’s functional principles, or else utilization will be impaired or 

blocked. Certain classes of occurrences, e.g. ambiguities, contradictions, or 

discrepancies, which are likely to impede utilization or to render it hard to 

control, are therefore considered inopportune except for special effect (e.g.1n-

jokes or paradoxes). The standards of textuality we set forth in this book are 

all relational in character, concerned with how occurrences are connected to 

others: via grammatical dependencies on the surface (cohesion); via 

conceptual dependencies in the textual world (coherence); via the attitudes of 

the participants toward the text (intentionality and acceptability); via the 

incorporation of the new and unexpected into the known and expected 

(informativity); via the setting (situationality); and via the mutual relevance of 

separate texts (intertextuality).  

17. This emphasis upon relational continuity and connectivity allows us to 

study textuality and text processing in terms of formal PROBLEM-SOLVING in the 

sense of Newell and Simon (1972).13 A PROBLEM is defined as a pair of states 

whose connecting pathway is subject to FAILURE (not being traversed) because 

it can’t be found or identified. A SERIOUS PROBLEM would obtain if the chances 

of failure significantly outweigh those of success. The problem is said to be 

SOLVED when a pathway is found leading without interruption from the INITIAL 

STATE to the GOAL STATE. If a point is reached where the problem-solver cannot 

advance at all toward the goal, a BLOCK has occurred. Clearly, the crucial 
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operation of problem solving is the SEARCH for connectivity between states. 

Three search types should be mentioned:14  

(a) In DEPTH-FIRST SEARCH, the problem-solver tries to dash toward the goal 

along one continuous pathway, giving little heed to alternatives as long as 

progress moves forward. If a block is encountered, the problem-solver 

moves back only far enough to get moving again and then resumes its dash 

forward. Depth-first search is not very safe except when the pathway is 

obvious and uncontested.  

(b) In BREADTH-FIRST SEARCH, the problem-solver looks ahead only up to a 

proximate sub-goal and weighs the various pathways to get there. The best 

path is attempted, and, if success ensues, the procedure is repeated with 

the next sub-goal, until the main goal is eventually attained. Breadth-first 

search is circumspect and safe, but may be inefficient and laborious if the 

pathway is obvious.  

(c) In MEANS-END ANALYSIS, the problem-solver identifies the main differences 

between the initial state and the goal state, and tries to reduce them one by 

one. If the differences seem too great, an intermediate subgoal may be 

taken for comparison first. While depth-first and breadth-first search can be 

used in forward means-end analysis, efficiency can be increased by 

working both forward from the initial state and backward from the goal state 

as seems opportune. Indeed, any state along the way might be a useful 

CONTROL CENTRE to work out from in either direction.  

 18. We can now sketch out a model of the production of texts, using the 

notions presented in this chapter so far (compare Beaugrande 1979b; Flower 

& Hayes 1979; Meyer 1979). The model foresees a loosely sequential set of 

PHASES OF PROCESSING DOMINANCE. We say “dominance” because it seems 

unlikely and unnecessary that the operations of one phase must shut down 

those of all the others; rather, there could be a threshold beyond which the 

focus of processing resources is directed to one phase of operations, while 

other operations are only reduced rather than suspended. The notion of 

“dominance” helps to resolve the opposition between modularity and 
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interaction (III.4) by allowing the processor to distribute its activities in various 

proportions (see Winograd 1975)’. The interaction among levels (sound, 

syntax, meaning, etc.) is managed by a class of operations called MAPPING: the 

correlation of elements, structures, and relations of different types.16 It is not 

yet decidable how much organizational activity must be done within a single 

level before mapping is carried out to other levels. There will often by 

ASYMMETRY (lack of one-to-one correspondence) between levels, but DEFAULTS 

(assumptions made when no specifications are given) and PREFERENCES 

(dispositions toward one option over others) for mapping would help to reduce 

current processing load (cf. VII.12).  

19. Under typical conditions, operations are probably not strongly tailored to 

the individual text materials. There ought to be powerful, general procedures 

capable of accepting and adapting to a substantial diversity of data and 

occasions (cf. X.5). Bobrow and Winograd’s (1977) notion of PROCEDURAL 

ATTACHMENT (specification or modification of standard operations for current 

needs) seems to fit here. The procedures would be called by mechanisms of 

PATTERN-MATCHING that detect a reasonable fit between current and stored 

materials.17 While the general procedures are running, specific details can be 

filled in where suitable.  

20. The first phase of text production would usually be PLANNING (cf. Flower 

& Hayes 1979; Meyer 1979). The producer has the intention of pursuing some 

goal via the text, e.g. distributing knowledge or obtaining compliance with a 

plan (cf. I.13; VI.16ff.). In the most immediate sense, the production of the text 

is a sub-goal along the pathway to the main goal. Through means-end 

analysis (III.17(c)), the Producer could try to calculate which of various 

possible texts would make the greatest contribution to reducing the differences 

between the current state and the goal state. If this question is hard to decide, 

one may try breadth-first search by offering several texts in succession and 

hoping that one of them will lead to success. The texts are integrated into the 

plan through PLAN ATTACHMENT (a subtype of procedural attachment as 

explained in III.19).  



 50 

21. The setting of a goal and the choice of a text type will be closely 

followed by (or will overlap with) a phase of IDEATION. An IDEA would be an 

internally initiated (not environmentally forced) configuration of content 

providing CONTROL CENTRES for productive, meaningful behaviour, including 

text production. The mapping of a plan structure onto an idea (or vice versa) is 

doubtless intricate, especially when it would not be expedient to talk about the 

plan too openly. For instance, the goal of persuading people may demand 

elaborate searching for ideas that would be appealing to the group’s 

presumed view of the world, or that would change that view in a useful manner 

(cf. VI.16; VIII.17ff.) One would hardly announce the plan itself (cf. VI.8; VIII.1)!  

22. Following ideation, a phase of DEVELOPMENT can serve to expand, 

specify, elaborate, and interconnect the ideas obtained. Development can be 

envisioned as a searching of stored KNOWLEDGE SPACES, i.e., internally 

organized configurations of content in the mind. Development may vary 

between summoning forth more or less intact spaces and bringing together 

very unusual constellations. The problem solving used to make content 

coherent by connecting it via relational pathways (to be demonstrated in 

Chapter V) would be correspondingly more intense in the latter case. Still, if 

the text is to be informative in the sense of chapter VII, there would be at least 

some new configurations in its textual world.18  

23. The results of ideation and development need not yet be committed to 

particular natural language expressions (cf. Flower & Hayes 1979: 24). They 

might, for instance, be composed of mental imagery19 for scenes or event 

sequences. Hence, there must be a phase of EXPRESSION to which the content 

accruing so far is relayed. Search for expressions would be a special instance 

of problem-solving by constructing pathways from one level of organization to 

another. However, search would be supported if, as seems plausible, the 

activation of mental content naturally tends to spread out to the typical 

expressions stored for that content (cf. V.12). Already active expressions 

would then be taken as PREFERENCES in the sense of III.18.  
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24. A special kind of PROBLEM could arise here. Content such as mental 

imagery of a scene or of a sequence of gradual events might be CONTINUOUS, 

while the expressions are more or less DISCRETE elements an important 

illustration of the asymmetry mentioned in III.18. The text producer must 

decide upon the boundaries that scene components or events should be 

assigned (cf. Halliday 1967-68; Miller & Johnson-Laird 1976; Talmy 1978). 

Different expressions will frequently suggest boundaries of greater or lesser 

extent and distinctness.  

25. Since the presentation of texts is limited to the sequential media of 

sound or print, the final phase of production must be PARSING: putting the 

expressions relayed from the last phase into GRAMMATICAL DEPENDENCIES and 

arranging the latter in a  

LINEAR format for the SURFACE TEXT. The repertory of grammatical 

dependencies in a language such as English is much smaller than the 

repertory of conceptual relations we would consider necessary (cf. IV.7ff 

versus V.26), so that asymmetry enters once again. There would be less 

asymmetry in languages with many grammatical cases that signal conceptual 

relations (e.g. Finnish, Hungarian).20 
 

26. The most prominent preference in linearization is that of adjacency, 

i.e. the elements in a grammatical dependency are arranged ‘next to each 

other in the progressive series. Active storage (cf. IV.2; V.4) would be able to 

parse dependencies with maximum ease when the elements are kept in 

closely knit groups. However, many motivations readily override this 

preference. When a single element enters into several dependencies in a 

phrase or sentence, some of its dependent elements will have to be removed 

to some distance. In the opening of the ‘rocket’-text from I.1, the sequence:  

[4a] A great black and yellow V-2 rocket 46 feet long  

contains one element ‘rocket’ entering into dependencies with a determiner 

(‘a’) and five modifiers (‘great’, ‘black’, ‘yellow’, ‘V-2’, ‘long’). Since these 

dependent elements cannot all be adjacent, conventions are applied for the 
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ordering of modifier types (cf. Vendler 1968; Martin 1969; Danks & Glucksherg 

1971), e.g. size before colour. In another sequence from the same text:  

[4b] With a great roar and burst of flame  

knowledge of the world intervenes to indicate that ‘great’ modifies both ‘roar’ 

and ‘burst’ (the determiner ‘a’ not being repeated), but ‘of flame’ probably 

modifies only ‘burst’. In contrast, the sequence of sample [6] running:  

[6a] Great words or silences of love  

would preferentially be construed as having ‘great’ and ‘of love’ depend on 

both ‘words’ and ‘silences’. If the modifiers represented opposed concepts, 

however, for example:  

[6b] Great words or silences of smallest size  

we would link each modifier only with the element adjacent to it. We can see 

that adjacency is a useful but relatively weak preference in parsing.  

27. We have briefly surveyed the phases that might plausibly constitute text 

production: planning, ideation, development, expression, and parsing. As was 

cautioned in III.18, the phases should not be envisioned as running in a neat 

time sequence with clear-cut boundaries. It would be perfectly conceivable 

that all five phases could be interacting at once, with dominance shifting about 

rapidly. When difficult or unsatisfactory results emerge in one phase, 

dominance could shift back to a “deeper” phase (i.e. one further removed from 

the surface text under production) for new modes of organisation. Later 

decisions may reveal that previous ones were not advantageous; for instance, 

development and expression may call forth changes in planning and 

ideation.22 Indeed, there may be some such principle as the “intention of the 

text” whereby the textual materials reveal organizational tendencies of their 

own during production and impose them upon the producer, provided 

operations are not terminated too soon (compare Iser (1980) on text intention 

in the reader’s viewpoint). In III.10, we suggested that production is an 

inherently open-ended process whose termination is carried out when a 

threshold of satisfaction is attained. Perhaps that threshold could be evoked 
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by the emergence of such material-specific tendencies as depicted here. Yet 

even then, there might be potential left for still more revising.  

28. The continued practice of text production could lead to a telescoping of 

phases. A standard of text quality that once demanded much shifting among 

phases for revision might become attainable in a single straightforward run-

through. Writers or speakers who are considered talented and important may 

not appear to expend extreme effort on production, but they may offset shorter 

duration with correspondingly greater intensity of processing. Even they 

presumably had to work through early stages where vast expenditures were 

conscious and manifest. The “intention of the text” —if there are grounds for 

such a notion—might become easier to discern through extended experience. 

That effect would explain why a practiced producer can improve upon other 

people’s texts (not just on his or her own) without having actually participated 

in their mental processes.22  

29. The RECEIVING of texts could be modelled as a corresponding set of 

phases of processing dominance in the reverse direction. 23 The receiver 

would begin on the “surface” with the presentation itself and work “downward” 

to the “deeper” phases.24 The surface text would be PARSED from the linear 

string into grammatical dependencies (an operation we Outline in IV 7ff.). The 

elements in those dependencies are the expressions which ACTIVATE concepts 

and relations in mental storage—a phase we could call CONCEPT RECOVERY (cf. 

V.4). As the conceptual configuration accrues and shows densities and 

dominances, the main IDEAS can be extracted in a phase of IDEA RECOVERY. 

The extraction of the PLANS which the text producer appears to be pursuing 

would be performed during PLAN RECOVERY. The receiver is now able to 

consider possible actions and reactions.  

30. Since we explore the reception processes in detail in Chapters IV, V, 

and IX, we will not pursue them here at any length. We should however point 

out that the phases of reception, like those of production, need not be 

separated by rigid boundaries. There is more probably a shifting of dominance 

with extensive interaction and consultation among the phases, especially 
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when the results in any phase are considered doubtful or disturbing. There 

would also be variation in the intensity and duration of the phases, depending 

on such factors as: (a) the receiver’s judgement of the text’s quality (cf. III.10); 

(b) the degree to which the text’s content should be integrated into the 

receiver’s store of prior knowledge (cf. Spiro 1977; Beaugrande 1980c); (c) the 

receiver’s cognitive and emotional involvement in the communicative situation. 

For instance, the amount of inferencing done by the text receiver might vary 

considerably (cf. I.11; V.34).  

31. Consequently, text reception too would involve a THRESHOLD OF 

TERMINATION where the comprehension and integration of the text is deemed 

satisfactory (cf. III.10). If the text is important for the receiver, the threshold will 

be high. A professional literary critic, for example, would expend atypically 

great amounts of processing on specific literary samples, encompassing not 

only the most probable and easily recoverable aspects of format and content, 

but many more subtle subsidiary aspects as well. A still more extreme 

illustration would be the analysis performed by a professional linguist 

uncovering not only the actually intended structural organization, but many 

possible alternatives that normal text receivers would not be likely to notice.  

32. In some respects, the reception of a text would not be a reversal of the 

procedures of production (cf. III.29). The receiver must try to anticipate the 

producer’s activities in order to react rapidly and intelligently. Here, receiving 

has the same directionality as producing, i.e. the receiver is trying to emulate 

the production process,25 thus rendering more immediate the recovery of main 

ideas and plans (III.29). Without the continual creating and testing of 

hypotheses about what the producer is doing, the receiver could easily bog 

down in an undirected mass of alternatives and non-determinacies. There 

would be an EXPLOSION of structures and relations that processing could hardly 

handle in any realistic expanse of time.26  

33. This very rough outline of production and reception will be filled in 

somewhat in later chapters. It is a difficult object of investigation because 

many operations are hard to observe and control in a reliable experimental 
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setting. We must set up PROCEDURAL MODELS which reflect the operations that 

might be responsible for the means whereby texts are created and used. 

These models can be tested in two ways. First, their functioning can be 

simulated on computers, as is done in the field of research known as 

ARTIFICIAL INTELLIGENCE (cf. surveys in Minsky & Papert 1974; Goldstein & 

Papert 1977; Winston 1977; Winston & Brown (eds.) 1979; X.26ff.).27 Terry 

Wino-grad (1972) demonstrated how a computer could be programmed to use 

a Halliday-style grammar to process English utterances about moving blocks 

on a table. Roger Schank’s theory of “conceptual dependency” views 

language understanding as the application of knowledge about sequences of 

events and actions (cf. Schank et al. 1975; Schank & Abelson 1977). To the 

extent that they involve processing tasks, some issues of traditional text 

linguistics have been restated computationally, e.g. use of pronouns (cf. Grosz 

1977; Webber 1978a: Hobbs 1979). Although the human mind may not handle 

language processes in exactly the same way as the computers, these 

machines are indispensable for testing whether complex procedural models 

can operate (cf. X.27).  

34. Another line of inquiry is developing in COGNITIVE PSYCHOLOGY, the 

branch of psychology concerned with acquisition, storage, and use of 

knowledge (survey in Kintsch 1977a).28 Here, models are tested against the 

cognitive and linguistic behaviour of human subjects on such tasks as 

recognizing and recalling what has been heard or read. Although most work 

was devoted to sentences (survey in Clark & Clark 1977), texts have become 

increasingly prominent objects of investigation. We shall review some trends 

in that domain in IX.24ff  

35. It would be wrong to imply that the production and reception of texts are 

well explored at this time. On the contrary, we are only gradually achieving a 

consensus about what the issues are. The true complexity of the operations 

involved doubtless exceeds by several orders of magnitude the most complex 

models developed so far (cf. X.28). For the present, we would like to imagine 

that complexity will still prove manageable (cf. X.29), due to principles like 
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procedural attachment (III.19) and general problem-solving (III.17). Thus, 

although there would be a vast number of operations in text processing, there 

would be a reasonably small number of operation types, e.g. maintaining 

continuity and connectivity, testing hypotheses, matching patterns, computing 

probabilities, planning toward goals, solving problems, and so forth (cf. X.4f.). 

In the following discussion of the standards of textuality, we shall repeatedly 

return to these operation types as illustrated via naturally occurring texts of 

many kinds.  

   

Notes  

1 See for example Saussure (1916); Firth (1957); Hartmann (1963a, 1963b); 

Coseriu (1967); Halliday (1976); Berry (1977).  

2 Cited in Stegmililer (1969:205).  

3 The importance of this factor emerged in early computer models of 

language processing, e.g. Petrick (1965); cf. Woods (1970).  

4 Compare the notion of “procedural adequacy” in Schank & Wilensky (1977).  

5 Compare  0.6; X.6.  

6 cf. Craik & Lockhart (1972); Mistler-Lachman (1974). We make no attempt 

to state just how many “depths” there are in all, but these seem fairly safe: 

(1) substance of sound/print; (2) linear surface presentation; (3) grammatical 

dependency structure; (4) conceptual-relational text-world; (5) main idea; (6) 

plan. These “depths” moving from shallowest (1) to deepest (6) in the first 

will (except for (1), cf. note 2 to Chapter 1) be discussed later on in the 

chapter.  

7 As Peter Hartmann (personal communication to RdB) observes, 

professional linguists have a disproportionately high threshold of processing 

and uncover far more structures than normal language users. Unfortunately, 

the linguist’s analysis has all too often been taken as a model of language 

comprehension, most drastically by transformationalists (cf. overview in 

Clark & Clark 1977).  
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8 See especially the papers in Warning (ed.) (1975).  

9 cf. Hartmann (1963a: 85f.); Oomen (1969); Fowler (1977: 69).  

10 Actualisation was already treated by Coseriu (1955-6).  

11 The vital importance of continuity has all too frequently been overlooked in 

linguists’ preoccupation with analysis into units and constituents. All the 

standards of textuality are closely related to continuity (cf. for instance III.16; 

IV.1; V.2; VII.13; IX.29).  

12, Our use of the term is rather broader than that of its originator, Yorick 

Wilks (see now Wilks 1979).  

13 The “general problem-solver” was an early programme (Ernst & Newell 

1969) in which powerful operations were decoupled from the specifics of 

tasks at hand. Our treatment is closer to that of Winston (1977) because of 

our network representations. See following note.  

14 See Winston (1977: 90ff.; 130ff )  

15 The notion of “control centre” is crucial in understanding procedures of 

access (cf. for instance IV.7; V.24, 29f.; Beaugrande 1980a).  

16 “Mapping” was originally a concept of formal logic, but it can also be 

operationalised (cf. Goldman, Balzer & Wile 1977).  

17 On pattern-matching, cf. K. Colby & Parkinson (1974); Kuipers (1975); 

Pavylidis (1977); Rumelhart (1977a); Winston (1977).  

18 To what degree a textual world (cf. 1.6; V.2) ought to match or differ from 

prior stored knowledge, and how this matching is done, are among the most 

burning questions for a science of texts. Sec IX.31ff.  

19 Mental imagery is an inordinately difficult issue (cf. Paivio 1971), but it 

can’t be ignored (cf. VI.26; VII.10; IX.32).  

20 Asymmetry would mean, in operational terms, problem-solving on 

interactive levels with units and paths of different size, range, and 

constitution. Still, the levels are mutually supportive at least some of the time 

(cf. V. 30).  
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21 On this use of the notion “deeper”, see note 6 to this chapter and note 19 

to Chapter 11.  

22 The writer Peter von Tramin (personal communication to WD) maintains 

that, before he ever begins to write, he has already decided upon the 

content of the text, the course of events, the arrangement of the various 

segments, the assignment of materials to the foreground or the background, 

the use of retardation or expansion, the elements of dialogue, and the 

characters of the story line. Such an example is doubtless unusual: 

decisions like these would more often be made along the way during the 

writing. A more disturbing phenomenon is how other writers can weigh one’s 

own decisions and suggest changes, even though they did not partake in the 

original planning at all (cf. III.28 and note 22a to this chapter).  

22a Indeed, revision often seems easier for non-producers of the text 

because the producer already knows the intended ideas and fails to see 

cases of inefficient expression or downright error.  

23 A reversible formalism which both parses the ‘rocket’-text onto a network 

and vice-versa is given in Simmons & Chester (1979); Beaugrande (1981b).  

24 On “depth”, see note 6 to this chapter.  

25 A procedure called “analysis-by-synthesis” (cf. Neisser 1967).  

26 On “explosion”, cf. note 3 to this chapter.  

27 “Intelligence” is taken to designate a human-like capacity to deal with a 

wide range of diverse tasks and input (as opposed to the computer-like 

slavish dependence on strict steps and rigid formats) (cf. Lenat 1977; Walker 

(ed.) 1978; Simon 1979). Compare X. 5; X.26.  

28 The cooperation of cognitive psychologists with computer scientists in 

artificial intelligence has fostered the discipline of “cognitive science” (cf. 

I.24; X.3).  

   

  

Chapter IV 
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 Cohesion 

 1. We suggested in III.14 that the STABILITY of the TEXT as a SYSTEM is upheld 

via a CONTINUITY OF OCCURRENCES. The notion of “continuity” as employed 

here is based on the supposition that the various occurrences in the text and 

its situation of utilization are related to each other, or in cognitive terms: each 

occurrence is instrumental in ACCESSING at least some other occurrences. The 

most obvious illustration is the language system of SYNTAX that imposes 

organizational patterns upon the SURFACE TEXT (the presented configuration of 

words). In using the term “cohesion” (“sticking together”), we wish to 

emphasize this function of syntax in communication.1 

2. The human mind is rather limited in its capacity to store surface materials 

long enough to work on them (cf. Keele 1973; Loftus & Loftus 1976). Materials 

are placed in ACTIVE STORAGE, a “working memory” where processing 

resources are distributed among elements of a presentation according to their 

importance (cf. Eisenstadt & Kareev 1975: 338f.; III.2, 6; V.4, 10). There 

appears to be a very short-lived imprint of visually or acoustically perceived 

materials upon which some provisional organization must be rapidly imposed 

(cf. Sperling 1960; Neisser 1967; Crowder & Morton 1969; Rumelhart 1970). 

These provisionally organized materials can then be retained for some longer 

periods of time, but still only within modest limits. It follows that text processing 

could not afford to run through the participants’ vast stores of world knowledge 

immediately; there must be some ancillary organizational system with far more 

limited options and patterns. In natural language texts, this system is that of 

syntax, whose classes and structures, though often more diversified than what 

is found in English, are still quite limited in number in comparison to the 

classes and structures for concepts and relations (cf. III.25ff.; V.30). This 

account is borne out by observations that surface structures are more 

predominantly maintained in a “short-term” storage, and conceptual content in 

a “long-term” storage (Wright 1968). 

3. The functions of syntax reflect these cognitive factors. Since grammatical 

dependencies often obtain among elements not directly adjacent to each other 
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(III.26), syntax must provide closely-knit patterns of various size and 

complexity into which current materials can be fit.2 Hence, the major units of 

syntax are patterns of well-marked dependencies: the PHRASE (a head with at 

least one dependent element), the CLAUSE (a unit with at least one noun or 

noun-phrase and an agreeing verb or verb-phrase), and the SENTENCE (a 

bounded unit with at least one non-dependent clause).3 These units can all be 

utilized in a short span of time and processing resources. For long-range 

stretches of text, there are devices for showing how already used structures 

and patterns can be re-used, modified, or compacted. These devices 

contribute to STABILITY (cf. III.14) and ECONOMY (cf. V.15) in respect to both 

materials and processing effort. RECURRENCE is the straightforward repetition 

of elements or patterns, while PARTIAL RECURRENCE is the shifting of already 

used elements to different classes (e.g. from noun to verb). Repeating a 

structure but filling it with new elements constitutes PARALLELISM. Repeating 

content but conveying it with different expressions constitutes PARAPHRASE. 

Replacing content-carrying elements with short placeholders of no 

independent content constitutes the use of PRO-FORMS. Repeating a structure 

and its content but omitting some of the surface expressions constitutes 

ELLIPSIS. One can also insert surface signals for the relationships among 

events or situations in a textual world, namely by using TENSE, ASPECT, and 

JUNCTION. The ordering of expressions to show the importance or newness of 

their content yields FUNCTIONAL SENTENCE PERSPECTIVE. In spoken texts, 

INTONATION can also signal importance or newness of content. 

4. Cohesion within a phrase, clause, or sentence is more direct and obvious 

than cohesion among two or more such units. Even so, the issue of how these 

closely-knit units are built during the actual use of a text is worth our 

consideration. Procedurally, the basic phrases and clauses of English can be 

viewed as configurations of links between pairs of elements, many of them 

having further linkage (cf. Perlmutter & Postal 1978; Johnson & Postal 1980). 

The question is then: how and in what order are these links created? 
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5. Abstract grammars suggest various answers to the question, but in general, 

the real-time processes involved have not been prominent criteria for setting 

up such grammars. We would like to point out a different kind of syntax which 

has been demonstrated to perform the best in the simulation of language 

processing on computers: the AUGMENTED TRANSITION NETWORK (cf. Thorne, 

Bratley & Dewar 1968; D. Bobrow & Fraser 1969; Woods 1970; Christaller & 

Metzing (eds.) 1979). The network is a configuration of NODES, in this case, 

GRAMMAR STATES,4 connected by links, in this case, GRAMMATICAL 

DEPENDENCIES. To move from one node to another, the processor performs a 

TRANSITION across a link. This operation demands the identification of the link 

as one of a repertory of dependency types, e.g. “subject-to-verb” or “modifier-

to-head”. The transition can be AUGMENTED with any kind of search or access 

operation, such as specifying the exact category to which the upcoming node 

belongs (Winston 1977: 172). A special kind of augmenting could test what 

conceptual relation corresponds to the grammatical dependency being created 

(cf. V. 30). 

6. In a transition network, the structures of phrases and clauses are 

operationalised as means to build and test hypotheses about the types of 

elements to use or expect at any given time. Hence, these networks capture 

the grammatical STRATEGIES and EXPECTATIONS of language users; and they 

express the rules of grammar as PROCEDURES for using the rules (Rumelhart 

1977a: 122). The phrase, clause, or sentence appears as an actually 

occurring grammatical MACRO-STATE in which elements are MICRO-STATES of 

the textual system.5 The divergence between competence and performance is 

reconciled (vis-à-vis Chomsky 1965), because the rules are intended to 

stipulate the ACTUAL, rather than the VIRTUAL roles of grammatical 

dependencies (on actual/virtual, cf. III.1 2).6
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  7. We can provide here only a brief glimpse of the transition network in action 

(for more details, see Winston 1977; Rumelhart 1977a; Beaugrande 1980a, 

b). Let us model the processing of this simplified version of the opening of 

sample [4] in I.1:7 

[4.1] A great black and yellow rocket stood in a desert. 

As we noted in III.26, the linear sequence is partly misleading, since the 

several modifiers are at unequal distances from their head ‘rocket’. Therefore, 

one main operation will be to maintain the “modifier-to-head”8 dependencies 

as direct links. As soon as the determiner ‘a’ is set up, the processor enters a 

NOUN-PHRASE NETWORK, i.e. a MACRO-STATE, in which a head noun has at least 

one element depending on it. The processor sets up the goal of accessing the 

head; thereupon, the head will be used as a CONTROL CENTRE for the whole 

macro-state.9 

 

8. Figure 1 shows the processor moving along through the noun-phrase 

network. It keeps predicting the head, but finding modifiers instead. 

Presumably, the hypothesis of head is given PREFERENCE, but the hypothesis 

of modifier is next in line to be tried (the order of preferences being of course 

subject to variation in different languages—we are only using English for our 

demonstration). We show this operation with a dotted line link for the failed 

hypothesis, and a continuous link for the successful one. When the junctive 

‘and’ occurs,10 the processor can confidently predict that (a) another modifier 

is forthcoming, and (b) this will be the last modifier before the head. These 

predictions are confirmed, so that the head is attained and links between it 

and all its dependent elements can be filled in as shown in the upper part of 

Fig.1. We can look at the operations in another perspective. The processor 
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would place each occurrence of a single element on a HOLD STACK until the 

entire macro-state was constructed, and then would build a GRAMMATICAL 

DEPENDENCY NETWORK from the results. A “hold stack” can be used as a 

“pushdown” storage where elements are entered in a certain order and 

removed in the reverse order. Figure 2 illustrates the order for stacking our 

noun phrase: the times of entry are on the far left, the labels of states next to 

the times, and the states themselves in the middle. When the head is found, 

the processor creates the network structure to the  

 

right. Presumably, the elements would be taken off the stack in the reverse 

order from that of their entry. The small numbers along the lines are intended 

to indicate the order of the linkage according to that principle. However, the 

procedures actually used during communication may be more variable.11
 

9. The rest of our sample would be run as the construction of a VERB-PHRASE 

network. This macro-state is entered upon encountering the verb ‘stood’, 

which is already the head. The processor can safely anticipate a modifier, but 

it would be expedient to augment the search by shifting to a greater degree of 

detail and looking for subclasses of modifiers, e.g. adverb vs. prepositional 

phrase. If the adverb were the preference hypothesis, it would fail and yield to 

the prepositional phrase, the latter being a macro-state within the overall verb-

phrase macro-state. The sub-goal is set up of finding the head of the phrase, 

which, in this sample, follows its determiner (‘a’) immediately (‘desert’). Figure 

3 shows the parsing out of the verb-phase in terms of a system of states, like 

Fig.1. 
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10. We end up with the sentence shown not as a linear sequence, but as a 

labelled transition network. The nodes are the grammatical states and the 

links are the dependencies. Figure 4 illustrates the network in this fashion.  

 

The role of such a network would be to organize the surface structure 

according to the most direct access, so that the linear text could be read off it 

during production, or traced back to it during reception.12 Although research on 

production is still very rare, there is some empirical evidence on reception that 

supports the model of the transition network. Stevens and Rumelhart (1975) 

found that people’s syntactic predictions about how sentences would continue 

beyond a particular point agreed some 75 per cent of the time; and when 

readers altered a text while reading aloud,13 their changes agreed 80 per cent 

of the time with their expectations established in the other tests. These 

proportions of agreement are strikingly high and should be sufficient for 

workable processing. The application of expectations to the actual input would 

entail only minor specification and modification as foreseen by the notion of 

PROCEDURAL ATTACHMENT (cf. III.19). In terms of networks, the transitions could 

be suitably augmented (cf. IV.9). The expected patterns would yield a 

reasonable match with current materials most of the time. 

11. In closely-knit units such as phrases, clauses, and sentences, cohesion is 

upheld by fitting elements into short-range grammatical dependencies. In long-

range stretches of text, the major operation is discovering how already used 
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elements and patterns can be re-used, modified, or compacted. The devices 

enumerated in IV.3 fulfil that function via repetition, substitution, omission, and 

signalling relationships. These devices are far less obligatory than those which 

serve for closely-knit units: within the latter, missing elements are more 

noticeable and disturbing in immediately active storage.14 Failure to complete 

a clause or sentence would be more disorienting than failure to use 

recurrence, pro-forms, junctives, and so on. The long-range devices are thus 

contributors to efficiency rather than being grammatical obligations 

(Beaugrande 1980a): they render the utilization of the surface text stable and 

economic (IV.3). 

12. The direct repetition of elements can be called RECURRENCE, since the 

original occurrence merely happens again (cf. Plett 1975). Recurrence 

appears on various levels. Weinrich (1972) shows that grammatical categories 

tend to recur rather than shift—a finding obtained by Harris (1952) via a 

different approach (cf. II.21f.). Van Dijk (1969) suggests that components of 

concepts recur to support the coherence of texts. But we will glance here only 

at lexical recurrence, that is, repetition of the same words or expressions, as 

being the most noticeable sort.15
 

13. Recurrence is common in spontaneous speaking, where restatement 

results from short planning time and rapid loss of the surface text. Following a 

flash flood, a distraught county supervisor made this observation (reported in 

the Gainesville Sun, 20 Dec. 1978. We adopt the convention of underlining 

demonstration elements.): 

[20] There’s water through many homes I would say almost all of them have 

water in them. It’s just completely under water. 

When there are more resources and time available for text production, 

recurrence is customarily kept within limits. If unduly frequent, it lowers 

informativity (in the sense of I.17f ) For this motive, Georgia Green (1968: 

22) suggests that an utterance like: 

[21] John ran home and John ran home. 
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would be unacceptable, since it is pointless to say exactly the same thing 

twice. However, recurrence is prominently used to assert and re-affirm one’s 

viewpoint,16 or to convey surprise at occurrences that seem to conflict with 

one’s viewpoint. We have samples of both uses here: 

[22] MARLOW: What, my good friend, if you gave us a glass of punch in the 

meantime? 

       HARDCASTLE: Punch, Sir! 

MARLOW: Yes, sir, punch! A glass of warm punch, after our journey, will be 

comfortable. (Oliver Goldsmith, She Stoops to Conquer 1773: 24) 

Hardcastle is taken aback at being ordered around in his own house; he 

repeats the requested item as if he had not heard right, and Marlow repeats it 

twice to reassure him and to re-affirm the request. In a like manner, 

recurrence can be used in REPUDIATION as defined by Halliday and Hasan 

(1976): rejecting some material stated (or implied) in the previous discourse. 

The material is repeated to show exactly what is being rejected, e.g. (Deeping 

1930:729): 

[23] “I think I told you that my name is Burnside.” “It might be Smith, sir, or 

Jones, or Robinson. “It is neither Smith, nor Jones, nor Robinson.” 

In this dialogue, Mr Burnside is combating the other man’s attempts to brush 

aside his identity with trivial, everyday names. Still another contextual factor 

eliciting recurrence is the need to overcome irrelevant interruptions and get on 

with a statement: 

[24] HARDCASTLE: He first summoned the garrison— 

       MARLOW: Don’t you think the ventre d’or waistcoat will do with the plain 

brown? 

      HARDCASTLE: He first summoned the garrison, which might consist of about 

five thousand men— 

      HASTINGS: I think not; brown and yellow mix but very poorly. 
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     HARDCASTLE: I say, gentlemen, as I was telling you, he summoned the 

garrison, which might consist of about five thousand men— (Goldsmith 1773: 

23). 

14. In poetic texts, the surface organization of the text is often motivated by 

special correspondences to the meaning and purpose of the whole 

communication.17 In Tennyson’s (1930: 237) well-known lines: 

[25] Break, break, break 

       On thy cold grey stones, O Sea! 

echoed in a later stanza with slight variation, the recurrences enact the motion 

of the waves being described. Frost (1969: 224) closes a poem with the lines: 

[26] And miles to go before I sleep, 

        And miles to go before I sleep. 

in order to evoke the even, continual motion of the speaker’s journey in a 

sleigh through a snowy landscape at night. Uses like the above are instances 

of ICONICITY: an outward resemblance between surface expressions and their 

content. 

15. In all of our illustrations [20-26], the recurring expression kept the same 

REFERENCE, that is, it continued to designate the same entity in the “world” of 

the text (or discourse).18 Hence, stability was strongly upheld with obvious 

continuity (cf. III.14). If a recurrent expression has a quite different reference, 

the result can be disturbing, e.g. (Wilton Times, cited in Levin & Goldman 

1978: 1): 

[27] The bad news didn’t surprise Miss Ankrom, who is expecting a baby. She 

said she had been half expecting it. 

Here, the lexical recurrence is not correlated with conceptual recurrence, the 

element ‘expect’ being used in two different senses (cf. V.1f.).19 The pronoun 

‘it’ is non-determinate and might be carrying forward either ‘news’ or ‘baby’. 

Although the latter alternative is bizarre, it forces itself on the receiver’s 

attention because of the recurrence. 
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16. PARTIAL RECURRENCE entails using the same basic word components 

but shifting them to a different word class (compare the device of “Polyptoton” 

in classical rhetoric). In this fashion, an already activated concept can be re-

used while its expression is adapted to various settings. Here are examples 

from the American Declaration of Independence: 

[28.1] ... to assume among the powers of the earth the separate and equal 

station ... the causes which impel them to the separation. 

[28.2] Governments are instituted among Men, deriving their just powers 

from the consent of the governed. 

[28.3] mankind are more disposed to suffer, while evils are sufferable ... 

Such has been the patient sufferance of these Colonies 

In his survey of partial recurrences like these, Dressler (1979a) notes that the 

presence of the one expression allows the other(s) to be rare or entirely novel. 

He cites the usage in Joachim Ringelnatz’s story about The ‘Whales and the 

Stranger:20
 

[29] The famous skyscraper made of toasted banana peels . . . south of the 

banana-scraper 

The expression ‘banana-scraper’ would hardly be intelligible in the sense 

intended here without recourse to the co-referent expressions before it. 

Dressler also notes a story by Erich Fried (1975) where the title of Turtle-

Turning and the expression ‘turtle-turner’ are introduced without explanation 

until a later passage: 

[30] Everywhere he finds a helpless turtle fallen on its back, he turns it over. 

17. Recurrence has the disadvantage, noted in IV.13, of reducing informativity. 

Therefore, techniques are often used in which forms recur with somewhat 

different content, or content recurs with different forms. PARALLELISM entails 

reusing surface formats but filling them with different expressions.21 In the 

Declaration of Independence, the British King is described as a walking 

disaster zone: 

[31] He has plundered our seas, ravaged our coasts, burnt our towns. 
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Here, a series of similar though not identical actions, are expressed in parallel 

clauses (verb possessive pronoun direct object) with a recurrent ‘our’ in the 

middle of each. In another passage of the same document, the king’s various 

actions are all expressed via present participles preceded by ‘for’: 

[32] For quartering large bodies of troops ... For protecting them ... For 

cutting off our trade ... For imposing taxes ... For depriving us ... For 

transporting us ... For abolishing the free System ... 

Once again, there is some relatedness among these actions (all abuses of 

power) which is emphasized by the parallelism of form. In addition, the 

repetition of formats evokes the repetition of the king’s actions; indeed, the 

expression ‘repeated’ is itself repeated shortly after: 

[33] Our repeated Petitions have been answered only by repeated injury. 

By the same token, a reversal of form can stress a reversal of content, as in 

the closing words of the cited passage: 

[34] We must  hold them Enemies in War, in Peace Friends 

18. PARAPHRASE is the recurrence of content with a change of expressions, 

as illustrated in this passage (Beerbohm 1955: 56ff.): 

[35] I had never seen a murderer ... the decent symbol which indemnifies the 

taker of a life. 

While [35] shows the paraphrase of a single concept (‘murderer’), [36] 

illustrates the paraphrasing of a more complex configuration (Govinda 1976: 

206): 

[36] When God became conscious of his omniscience, he suddenly felt 

terribly bored, because, whatever happened, he knew the outcome. There 

was no more any surprise; there was nothing that was not known 

beforehand. 

It is not certain that the content of these underlined passages is the same. The 

question of paraphrase ultimately merges into the much debated question of 

SYNONYMY.23 There seem to be only a few natural language expressions 

whose virtual meanings are identically the same. But there are many cases 
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where contexts of occurrence determine the actual meanings (i.e., senses, 

cf. V.1) sufficiently that synonymy appears to be fulfilled, e.g. in [35] and [36] 

19. Situationality can affect the outlook adopted on paraphrase and 

synonymy. Legal discourse, for instance, is intended to define certain kinds of 

behaviour beyond all doubt; accordingly, paraphrase is used richly in hopes of 

capturing every possible aspect of the intended content. The Gainesville 

Telephone Directory (1978-9: 16) quotes “Laws of Florida” which forbid using 

the telephone to make 

[37] any comment, request, suggestion, or proposal which is obscene, lewd, 

lascivious, filthy, or indecent. 

Under normal conditions, each series-’request/suggestion/ proposal’, and 

‘obscene/lewd/lascivious/filthy/indecent’ would be taken as having elements 

meaning more or less the same (indeed, it might be hard to define one 

member of such a series without using other members in the definition). Still, 

the law is intended to cover all possible shadings and varieties of such 

behaviour, and thus prefers to be repetitious and pedantic if necessary. 

Shakespeare’s Constable Dogberry provides an immortal parody of this 

legalistic tendency: 

[38] Marry, sir, they have committed false report; moreover, they have 

spoken untruths; secondarily, they are slanderers; sixth and lastly, they 

have belied a lady; thirdly, they have verified unjust things; and, to 

conclude, they are lying knaves. (Much Ado about Nothing V i 224-9) 

The effect of this passage rests both on knowledge of the text type being 

spoofed (intertextuality supporting parody, cf. I.22) and on the failure of the 

Constable to maintain it (confusing the numbers, ending with a non-legal term 

‘lying knaves’). A textual discrepancy is matched with a discrepancy normally 

accepted in the “real world” (cf. IX.8; X.16). 

20. Our examples should suggest some kinds of motivations that call for 

recurrence, partial recurrence, parallelism, and paraphrase. In general, these 

techniques are deployed in order to insist upon relationships among elements 

or configurations of content within the text, most often EQUIVALENCE (but 
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opposition can be stressed also, as in sample [34].24 It follows that these 

techniques will be used above all in situations where stability and exactness of 

content can have important practical consequences, as in the application of 

legal texts to real life. Not surprisingly, text producers will strive to make texts 

fully determinate whenever a potential group of receivers is likely to contest 

detailed points. For instance, this passage is taken from a union contract:25
 

[39] Except for discoveries or inventions made during the course of approved 

outside employment, a discovery or invention which is made in the field in 

which the investigator is employed by the university or by using university 

funds, facilities, materials, equipment, personnel, or proprietary 

technological information, is the property of the university, and the inventor 

shall share in the proceeds therefrom. 

We see a veritable battery of the devices we have discussed above: 

recurrence (‘discoveries/discovery’, ‘inventions/ invention’, ‘made/made’, 

‘university/university/university’), partial recurrence (‘invention/inventor’, 

‘employment/ employed’), and paraphrase (‘discovery/invention’, 

‘investigator/inventor’, ‘facilities/materials/equipment’). Note that the text could 

have been clearer yet with parallelism: 

[39a] a discovery or invention which is made in the field ... or which is made 

with the use... 

21. Everyday communication does not demand this degree of certitude most 

of the time. More often, cohesive devices are used which shorten and simplify 

the surface text, even though, along the way, there is a certain loss of 

determinacy (cf. IV.29; IV-37). One obvious device is the use of PRO-FORMS: 

economical, short words empty of their own particular content, which can 

stand in the surface text in place of more determinate, content-activating 

expressions (cf. Karttunen 1969; Padučeva 1970; Dressler 1972a: 27). These 

pro-forms free text users from having to restate everything in order to keep 

content current in active storage (cf. IV.2; V.4). The best-known pro-forms are 

the PRONOUNS which function in the place of the nouns or noun phrases with 
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which they CO-REFER (i.e. share reference in the sense of IV. 15).26 In this well-

known children’s rhyme: 

[40] There was an old woman who lived in a shoe. 

       She had so many children, she didn’t know what to do. 

the pronoun ‘she’ makes it unnecessary to keep saying ‘the old woman who 

lived in a shoe’, ‘the old woman’, or even ‘the woman. 

22. Sample [40] illustrates ANAPHORA: Using a pro-form after the co-referring 

expression (cf. Postal 1969; Bresnan 1971; Edmonson 1976; Hankamer & 

Sag 1976; Kaplan 1976; Bullwinkle 1977; Camarazza et al. 1977; Webber 

1978). Anaphora is the most common directionality for co-reference, since the 

identity of the conceptual content being kept current is made plain in 

advance.27 However, anaphora can still be troublesome if there is a lengthy 

stretch of text before the pro-form appears (cf. V.35ff.). By then, the original 

elements could have been displaced from active storage and other candidates 

may be mistakenly called. 

23. The use of the pro-form before the co-referring expression is called 

CATAPHORA (cf. Halliday & Hasan 1976). Processing would require the creation 

of a temporarily empty slot a position on a hold stack, perhaps, in the sense 

of IV.8, until the required content is supplied. Such a mechanism would work 

best if the distance between the pro-form and the co-referring expression is 

kept within limits, e.g. inside the boundaries of a single sentence: 

[41] I don’t know if he’s serious, but my roommate wants to walk a tightrope 

over Niagara Falls. 

Sample [41], taken from a student’s essay, is not the only kind of cataphora. A 

pro-form may look ahead to an entire event rather than an individual object, as 

in Halliday and Hasan’s (1976: 56) example: 

[42] I would never have believed it. They’ve accepted the whole scheme. 

Also, cataphora can be used to generate uncertainty and therefore to intensify 

receivers’ interest (cf. VII.13). One story starts off like this: 



 73 

[43] He was scarcely ten years old when he was first arrested as a 

vagabond. He spoke thus to the judge: “I am called Jean François Leturc...” 

(François Coppée The Substitute, in Coppée 1891: 91). 

A detailed self-description of the lad’s life follows, removing all doubt about the 

identity carefully withheld in the opening sentence. Receivers will be 

stimulated to find out how a ten-year-old of whatever identity comes to be 

arrested—problematic knowledge because apparently not easy to connect (cf. 

III.17).28 The cataphora raises a momentary problem in the surface text and 

helps to propel the readers into the story. 

24. To test whether this interest effect can be empirically documented, an 

experiment with the ‘rocket’ text (to be depicted in more detail in IX.25ff) 

entailed, among other things, showing a group of readers this rearrangement 

of the original [4] in I.1: 

[4c] Empty, it weighed five tons. For fuel it carried eight tons of alcohol and 

liquid oxygen. There it stood in a New Mexico desert: a great black and 

yellow V-2 rocket 46 feet long.... 

With the original opening sentence at the end of the paragraph, the pronoun 

‘it’ in the new beginning is now cataphoric. The recall protocols did reveal a 

striking effect. Whereas only 30 per cent of the readers of the original recalled 

both fuels, 80 per cent did so after seeing the inversion. In exchange, 80 per 

cent reading the original recalled the colours, while only 30 per cent did so for 

the inversion. Apparently, the markedness of the inverted opening caused only 

a redistribution of the readers’ attention rather than an absolute increase. 

This finding corresponds to the mechanism known as the “von Restorff effect” 

concerned with special markedness (cf. Wallace 1965). Still, the usefulness of 

cataphora for creating focus on some block of content, in this case, impelling 

readers to use content heavily in trying to figure out the co-referent for ‘it’, 

does seem clear.29
 

25. Other elements besides nouns or noun phrases can be correlated with 

pro-forms. The verb ‘do’ is frequently employed as a PRO-VERB to keep current 

the content of a more determinate verb or verb phrase (cf. Karlsen 1959: 124ff 
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; Isačenko 1965: 172f.; Roggero 1968; Haskell 1973; Vater 1975: 37f; Halliday 

& Hasan 1976: 125ff.). In this instance (Goldsmith 1773: 36): 

[44] MISS HARDCASTLE: I understand you perfectly, sir. 

       MARLOW (aside): Egad! and that’s more than I do myself. 

the pro-verb ‘do’ stands for ‘understanding Marlow perfectly’. The pro-verb 

can, as we see, co-refer with a considerable block of content. In this text: 

[45] To this day I am ashamed that I did not spring up and pinion him, then 

and there. Had I possessed one ounce of physical courage, I should have 

done so. (Beerbohm 1958: 57) 

the term PRO-MODIFIER might be used for ‘so’, or, more specifically, PRO-

COMPLEMENT (cf. Steinitz 1968: 148ff ). The ‘so’ can stand for whatever 

modifiers were connected to the verb in the original verb phrase (cf. Bolinger 

1970; Bouton 1970). In British English, ‘so’ is more often omitted in such 

usage than in American. In American English, the Inspector’s reply (Priestley 

1980: 299): 

[46] MRS BIRLING: I don’t understand you, Inspector. 

       INSPECTOR: You mean you don’t choose to do, Mrs Birling. 

would more likely be: 

[46]a INSPECTOR: You mean you don’t choose to do so, Mrs Birling. 

Another pro-form would be a pro-modifier like ‘such’ (cf. Hasan 1968: 78; 

Palek 1968:6iff.; Figge 1971: 175), as in: 

[47] Gerald Middleton was a man of mildly but persistently depressive 

temperament. Such men are not at their best at breakfast. (Wilson 1958: 3) 

Here, ‘such’ co-refers with the entire depiction of the ‘man’. 

26. It would be wrong to imply that pro-forms must always co-refer with 

elements of the same type, e.g. pronouns with nouns, pro-verbs with verbs, 

pro-complements with complements, and pro-modifiers with modifiers. Such 

correspondences are at best PREFERENCES which have the advantage of 

making already parsed grammatical frameworks re-usable. The pro-forms 
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must also fit into the grammatical settings where they are needed. Consider 

this well-known passage (Julius Caesar I ii 194-5): 

[48] Yond Cassius has a lean and hungry look. 

       He thinks too much; such men are dangerous. 

The co-reference of ‘Cassius/he’ is entirely straightforward: noun followed by 

pronoun, both in the subject slot of their respective sentences. In contrast, the 

pro-modifier ‘such’ carries forward the content of ‘has a lean and hungry look’ 

plus ‘thinks too much’ two verb phrases thus co-referring with a single pro-

adjective. Some researchers (e.g. Lakoff 1968) would also classify ‘men’ as a 

pseudo-pronoun or quasi-pronoun on the grounds that it has only minimal 

content of little relevance, criteria that would include ‘thing’ as well as 

equivalents in other languages (German ‘Ding’, Italian and Spanish, ‘cosa’, 

etc.) (cf. Green 1968: 25; Hasan 1968: 94f; Dougherty 1969: 513f.). 

27. In addition, the pro-forms must often be correlated with entire clauses 

(“clausal substitution” in Halliday & Hasan 1976: 130-141). The pro-form ‘so’ is 

especially versatile. In this stretch of text: 

[49] “Are you to get in at all?” said the Footman. “That’s the first question, you 

know.” 

        It was no doubt; only Alice did not like to be told so. (Carroll 1960: 51) 

the ‘so’ carries forward the entire content of what the Footman said. In the 

following usage: 

[50] “Of course you agree to have a battle?” Tweedledee said in a calmer 

tone. “I suppose so,” the other sulkily replied. (Carroll 1960: 241) 

‘so’ signals affirmation of the other person’s utterance, and its converse would 

be ‘not’. 

30. The “substitution of clauses” is carried out by pro-forms which signal that 

the content of the clauses is to be kept active, not their surface format.28 The 

settings of pro-forms also vary in regard to specificity. Lakoff (1968) suggests 

that the usual progress’ starts with the most specific and determinate content 

and moves toward the least. We might have a sequence of (a) proper name, 
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(b) specific description, (c) general class (pseudo-pronoun in the sense of 

IV.26), and (d) pro-form. An illustration might be: 

[51] Napoleon arrived at the palace. The conqueror of Austria was in high 

spirits. I never saw such an elated man. He hardly ever stopped talking. 

This progression is probable because the content should be most clearly 

specified at the first use before re-use later on. However, a reversal of the 

progression could be a striking means to reveal the identity of the referent bit 

by bit. That tactic is in fact used in a story by Nikolai Leskov (196i: 55): 

[52] Who should walk in but a venerable old man in whom His Grace 

immediately recognized one of the saints of the church, no other than the 

Right Reverend Sergius. 

Sample [52] shows how effectiveness can be increased by not following a 

convention set up for the sake of efficiency (cf. I.23; III.9). 

29. The efficiency criterion is stressed in Beaugrande (1980a) as a prime 

motivation for pro-forms in general (cf. IV.11). At a certain point, however, a 

TRADE-OFF appears between compactness and clarity. Pro-forms save 

processing effort by being shorter than the expressions they replace, but if 

those expressions are hard to locate or determine, the savings are lost again 

on search and matching operations. Various techniques can be applied in 

non-determinate cases. Chafe (1976: 47) suggests that a sample like: 

[53] Ted saw Harry yesterday. He told him about the meeting. 

would be processed with a preference for keeping the subject status constant 

(Ted = he, Harry = him).31 Another strategy would be to consult the 

organization of the situations, objects, or events in the textual world. When the 

Declaration of Independence says: 

[54] He has constrained our fellow Citizens . . . to become executioners of 

their friends and Brethren, or to fall themselves by their Hands. 

the pro-form ‘their’ is shifted in rapid succession from ‘Citizens’ to ‘friends and 

Brethren’; any other reading would not fit the events. The same factor applies 

to the ‘rocket’ text that begins: 
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[4] A great black and yellow rocket stood in a New Mexico desert. Empty it 

weighed five tons. 

From the standpoint of syntax alone, ‘it’ might co-refer with ‘rocket’, ‘desert’, or 

even ‘New Mexico’. The lexicon would not help, since no reasonable 

definitions would stipulate what a rocket, a desert, or the state of New Mexico 

ought to weigh. The co-reference is simply resolved via the world-knowledge 

that the weight of a flying object such as a ‘rocket’ is problematic32 (it may 

cause a flight to fail, cf. III.17) and hence likely to be mentioned; parts of the 

landscape are seldom moved, so that their weight would be irrelevant for 

normal tasks (and probably undiscoverable anyway). 

30. The preference for problematic knowledge in textual discourse is a 

pervasive principle of organization because it determines what people 

consider interesting and hence worth talking about (cf. Schank 1977; 

Beaugrande 1980a). Consider this fragment of a conversation: 

[55] “Next morning he gets up, has a fire lit, orders in three shillins’ worth o’ 

crumpets, toasts ‘em all, eats ‘em all, and blows his brains out.” “What did he 

do that for?” inquired Mr Pickwick abruptly (Dickens 1836-37:617) 

The pro-forms ‘do that’ might refer to all of the mentioned actions in Sam’s 

story (‘gets up’, ‘has a fire lit’, etc.), but there is little doubt that Mr. Pickwick’s 

question is only directed to the last-mentioned one. ‘Blowing one’s brains out’ 

is by far the most problematic, since no reason is apparent, whereas people 

‘get up’, ‘light fires’, ‘toast crumpets’, etc., in the everyday course of life. 

31. The same principle would apply to sorting out homonyms (words of the 

same outward format but differing in meaning or function), such as the pro-

form ‘one’ and the numerical ‘one’. The pro-form is often used for an 

unspecified member of a class, e.g.: 

[56] It’s a very distressing case very; I never knew one more so. (Dickens 

1836-37: 128) 

where ‘one’ designates any (unknown) ‘case’ meeting the description ‘more 

distressing than the present case’. Similarly, ‘one’ can serve in place of an 

unspecified person, e.g. (Govinda 1976: 15): 
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[57] One should not form judgements on the ground of such perceptions, nor 

should one allow one’s thoughts to be determined and led by them. 

Now consider this newspaper headline (Gainesville Sun 20 Dec. 1978): 

[58] San Juan Gunfire Kills One 

Text receivers will hardly construe ‘one’ as an unspecified person (‘San Juan 

Gunfire Kills People’), since that would not be informative: it entails no 

problem because gunfire can be fatal in any city. Hence, ‘one’ will be 

preferentially taken as the numerical, being the number of entities fatally 

affected by this particular shooting incident. 

32. Another cohesive device contributing to compactness and efficiency is 

ELLIPSIS (cf. Karlsen 1959; Gunter 1963; Isačenko 1965; Crymes 1968; 

Dressler 1970; Halliday & Hasan 1976; Grosz 1977). An examination of the 

sources just cited will reveal considerable dispute over what constitutes 

ellipsis,  due to differences in the requirements of a grammar. If the criteria for 

well-formedness and logical stringency are very extensive, a great many real 

texts will appear elliptical.33 In the procedural approach advocated here, 

ellipsis is present only when text processing involves an apperceptible 

discontinuity in the surface text. The question of whether a given sample is 

truly elliptical must eventually be decided empirically (which surface structures 

do text users consider discontinuous?). 

33. Usually, ellipsis functions via a sharing of structural components among 

clauses of the surface text. The typical case is anaphoric, i.e. the complete 

structure occurs before the elliptical one (cf. IV.22): 

[59] Mine be thy love, and thy love’s use their treasure (Shakespeare Sonnet 

XX) 

In [59], the verb ‘be’ from the first clause is needed to complete the second 

(‘thy love’s use be their treasure’). The complete structure should still be 

recoverable in such cases, so that the distance to the elliptical one must be 

kept within limits. Ellipsis does, however, often occur in a new utterance unit 

rather than in the same one: 
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[60] The daughter is said to be well-bred and beautiful; the son an awkward 

booby, reared up and spoiled at his mother’s apron strings. (Goldsmith 1773: 

14) 

A change of speaker may be involved: 

[61] BRUTUS: Let Me tell you, Cassius, you yourself 

       Are much condemned to have an itching palm; 

       To sell and mart your offices for gold 

       To undeservers. 

      CASSIUS: I an itching palm? (Julius Caesar IV iii 9-12) 

The recovery of the full forms (‘the son is said to be an awkward booby’, ‘I am 

much condemned to have an itching palm?’) is not difficult, even though, in 

[61], there is some distance between the complete stretch and the elliptical 

one. 

34. Ellipsis is most noticeable when follow-up structures lack the verb a 

relationship called gapping by Ross (1970)—because in English at any rate, 

the verb is the least dispensable element in a clause. The ellipsis of subjects 

in independent clauses is not uncommon: 

[62] He’s always asleep. Goes on errands fast asleep ... I’m proud of that 

boy—wouldn’t part with him on any account. (Dickens 1836-37: 55) 

The dispensability of subjects may be related to Chafe’s observation about 

subject roles (cf. IV.29); the subject slot is the likely place to direct attention 

when completing elliptic structures like ‘goes on errands’ because this role is 

assumed to remain stable. All the same, Leech and Svartvik (1975: 168) note 

that ellipsis of subjects in dependent clauses is rare in English, e.g. 

[63] He was so tired that went to sleep.33a
 

even though there would be no trouble supplying the subject. 

35. The ellipsis of subjects or other dispensable elements illustrates the 

complexity of interaction between cognition and syntactic conventions. The 

identity of the missing subject is beyond all doubt in [63]; yet such a 

construction is seldom used. A procedural approach is concerned with 
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discovering the conditions under which ellipsis becomes frequent and why 

heavily elliptic texts are nonetheless comprehensible. The texts of Mr Alfred 

jingle, though admittedly eccentric in their fragmented format, are not hard to 

follow: 

[64] Fired a musket—fired with an idea—rushed into wine shop—wrote it 

down—back again—whiz, bang—another idea—wine shop again—pen and 

ink—back again—cut and slash—noble time, sir. (Dickens 1836-37: 11) 

Yet if the function of syntax in communication is, as we argued in IV.2ff, to 

provide a surface organization that constrains hypotheses about the 

organization of underlying concepts and relations (a system with few options 

acting as a kind of “distant early warning” for a system with many more 

options), then partial use of syntax, as in [64], would constitute a substantial 

processing strain. The problem-solving that imposes cohesion and coherence 

on discourse (see Chapter III) would have to work unusually hard in all kinds 

of directions. Mr Jingle’s utterances are easy enough to piece together when 

supplied in print, but they could be confusing if we heard them spoken. 

36. Little research has been done on the processing of elliptical texts, because 

the well-formed sentence was usually taken as the obligatory unit for language 

experiments.34 The dominant role of the sentence in linguistic theories 

engenders the notion that “perhaps all utterances are derived from implicit 

complete sentences” (R. Brown 1973: 209). However, this notion is hardly 

convincing and certainly not empirically proven. The conversion of a text such 

as [64] to complete sentences could be useful, but is not necessary for 

processing. Moreover, it would be difficult to agree upon any complete 

version. Quite plausibly, even ordinary processing might bypass some 

utilization of syntax whenever the expenditure of effort would outweigh the 

benefits; the processor would attempt to recover coherence more directly, 

doing only “fuzzy parsing” of the surface (cf. Burton 1976; VII.9). Exhaustive 

utilization of syntax, possibly done by augmenting the transitions of the 

grammar net (cf. IV.9), would be encouraged whenever other cues do not 

prove conclusive, e.g. in the presence of ambiguities. 
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37. Like the use of pro-forms, ellipsis illustrates the trade-off between 

compactness and clarity (cf. IV.29). Utilizing texts with no ellipsis consumes 

time and energy. At the other extreme, very heavy ellipsis cancels out any 

savings of time and energy by demanding intensive search and problem 

solving. Text users must weigh the appropriateness of ellipsis to the setting 

to decide what extent will contribute to rather than damage efficiency (cf. 

III.9). This weighing operation is a typical difference between an abstract 

system of syntax and a procedural model of syntax in interaction with other 

factors of textuality. 

38. Cohesion is further supported by TENSE and ASPECT (cf. Reichenbach 

1947; Weinrich 1964; Wunderlich 1971; Dowty 1972).35 These categories are 

organised very differently in various languages (cf. Dressler 1972a: 47ff ) 

Usually, there are means to distinguish: (a) past, present, and future times; (b) 

continuity vs. single points; (c) antecedent vs. subsequent; (d) finished vs. 

unfinished. Some of these distinctions arise mainly from the perspective of the 

text users at that moment (e.g. past, present, and future are relative to the 

situation), and others from the organization of text-world situations or events 

among themselves. When the verb systems do not make the distinctions 

explicit, modifiers or junctives should be used. 

39. The strategies of text formation reflect some influences of the order in 

which tenses and aspects are used. In Hebrew, there is a sequence of tenses 

which must be used consecutively (Harweg 1968: 284). In Bahinemo, a 

language of Papua New Guinea, the verb of a single dependent clause at the 

beginning sets the time for all events and situations mentioned in the 

paragraph (Longacre 1970). In Godié of the Ivory Coast, the time need be set 

only once for an entire text (Grimes 1975: 23 2). In Xavante of Brazil, two 

distinct aspect systems are used for events vs. non-events (Grimes 1975: 93). 

In Mumuye and Longuda of Nigeria, a progressive aspect is used for settings 

as opposed to the main sequence of events (Grimes 1975: 234). 

40. Such striking variety points up the enormous complexity and subjectivity 

involved in the organization of time in a textual world (cf. Bruce 1972). The 
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view that time is passing at a steady rate (a pre-Einsteinian, but commonly 

held view) is far less decisive than the interrelationships among situations and 

events that differ not only in duration, but also in structure and importance. As 

Talmy (1978: 21) points out, the same event can be expressed in different 

perspectives, e.g.: 

[65a] The beacon flashed. 

[65b] The beacon kept flashing. 

[65]c The beacon flashed five times in a row. 

In [65a], the event is seen as a closed unit at a single point in time. In [65b], 

the event is a multi-part unit extending over an unbounded expanse of time. In 

[65c], the event is a multi-part unit with defined time boundaries. Fillmore 

(1977: 74) suggests that “any particular verb or other predicating word 

assumes, in each use, a given perspective” on a “scene”. The need for 

envisioning “scenes” in order to process even syntactic surface formats (e.g. 

anaphora) has been eloquently illustrated by Dillon (1978: 70ff.). 

41. Still, some consistent principles of time organization might be discoverable 

and relatable to systems of tense and aspect. If textuality rests on continuity, 

as claimed in III.14, text users would naturally see text-world events and 

situations as related. Noticeable gaps could be filled by UPDATING, that is, 

making inferences (in the sense of I.11; cf. V.32-34) about how the text-world 

is evolving (cf. Sacerdoti 1977: 15; Winston 1977: 386). For instance, when 

the rocket ‘rises’ in sample [4], we update its location from ‘desert’ to ‘sky’, its 

fuel supply from ‘eight tons’ to less, etc., without needing explicit statements. 

Some further principles of time organization have been proposed by Leonard 

Talmy (1978): (a) plexity, the capacity of having multiple parts; (b) 

boundedness, the capacity of having discernible limits; (c) dividedness, the 

lack of internal continuity; and (d) distribution, the pattern of actions/events in 

a time unit. Though considered by both Halliday and Talmy to be 

“grammatical” notions, they are clearly traceable back to human cognition 

about events and situations (cf. Miller & Johnson-Laird 1976). As in many 
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other domains, the cohesion of the surface text rests on the presupposed 

coherence of the textual world (cf. Morgan 1978). 

42. A clear device for signalling the relationships among events or situations is 

JUNCTION, the use of junctive expressions (in traditional grammars rather 

indiscriminately all called “conjunctions”) (cf. Gleitman 1965; Dik 1968; Tai 

1969; Harweg 1970; Dougherty 1970-71; R. Lakoff 1971; Halliday & Hasan 

1976; Lang 1976; van Dijk 1977b). At least four major types should be 

discussed: 

(a) CONJUNCTION links things which have the same status, e.g., both true in the 

textual world. 

(b) DISJUNCTION links things which have alternative status, e.g., two things of 

which only one can be true in the textual world. 

(c) CONTRAJUNCTION links things having the same status but appearing 

incongruous or incompatible in the textual world, e.g., a cause and an 

unanticipated effect. 

(d) SUBORDINATION links things when the status of one depends on that of the 

other, e.g., things true under certain conditions or for certain motives 

(precondition/event, cause/ effect, etc.). 

43. These types are recognizable by the classes of junctives as surface 

cues for each. CONJUNCTION is most often signalled by ‘and’, and less often by 

‘moreover’, ‘also’, ‘in addition’, ‘besides’, ‘furthermore’, etc. Conjunction is an 

additive relation, for instance, when connecting two interdependent events or 

situations mentioned within a sentence, e.g.: 

[66] The great birds like to roost in trees in parks just outside the town, and 

since 1885 the local citizens have made the best of the situation. (TIME 26 

March 1979) 

Conjunction can carry across the boundaries of the sentence: 

[67] Sadat called this a means of protecting the “human rights” of the Gaza 

Palestinians. And to ensure that Gaza attains autonomy, Sadat wanted a firm 

commitment. (TIME 26 March 1979) 
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Conjunction can link utterances not formatted as complete sentences at all, 

provided an additive or interdependent relationship obtains: 

[68] After all I’ve done for law enforcement and for them to treat me this way. 

(TIME 26 March 1979) 

Conjunction is the default junction, since, unless specified otherwise, events 

and situations are combined additively in a textual world. There is no motive to 

place ‘and’, ‘also’, ‘in addition’, etc. between all clauses or sentences; in fact, 

such a practice renders the text dull except for occasional special effects 

(compare the device of “polysyndeton” in classical rhetoric). The use of such 

junctives is more likely when interdependency is not obvious and should be 

stressed. 

44. DISJUNCTION is nearly always signalled by ‘or’ (sometimes expanded to 

‘either-or’, ‘whether or not’, etc.). It is most commonly employed within 

sentences: 

[69] A man must not be too precipitate, or he runs over it [his hat]; he must not 

rush to the opposite extreme, or he loses it altogether. (Dickens 1836-37: 49f.) 

Within a sentence, ‘or’ joins alternatives both of which are current in active 

storage, but only one of which obtains in the textual world. Between 

sentences, ‘or’ tends rather to announce an afterthought, an alternative not 

considered before: 

[70] “Unless Mr Winkle feels aggrieved by the challenge; in which case, I 

submit, he has a right to satisfaction.” Mr Winkle, with great self-denial, 

expressed himself quite satisfied already. “Or possibly, “ said the man, “the 

gentleman’s second may feel himself affronted.” (Dickens 1836-37: 31) 

Disjunction may not be so easy to process, since text users would have to 

carry forward both alternatives in active storage until a resolution is found. 

45. CONTRAJUNCTION is signalled most often by ‘but’ and less often by 

‘however’, ‘yet’, ‘nevertheless’, etc. It is the function of contrajunction to cause 

problematic transitions at points where seemingly improbable combinations of 

events or situations arise. In a sample like: 
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[71] Discouraged aides talked openly of the trip becoming a debacle. But at 

the last minute Carter achieved a victory of presidential diplomacy. (TIME 26 

March 1979) 

the text producer deploys ‘but’ to alert receivers that the expected ‘debacle’ 

became something totally different, a ‘victory’. In this text: 

[72] Carter was upset and angry. But Begin remained firm. (TIME 26 March 

1979) 

contrajunction signals that a natural response to the anger of a powerful 

personage, namely conciliation, was not the case. 

46. SUBORDINATION is represented by a large repertory of junctive expressions: 

‘because’, ‘since’, ‘as’, ‘thus’, ‘while’, ‘therefore’, etc. Subordinating junctives 

make common types of COHERENCE RELATIONS explicit, such as those outlined 

in I.6-11 (cf. also Chapter V). One type well represented by junctives is CAUSE 

(necessary conditions, cf. 1.7): 

[73] It would befoul Long Beach Harbour with oil spills and seriously worsen 

the local smog problem, because merely unloading the oil would release 

hydrocarbon fumes into the atmosphere. (TIME 26 March 1979) 

REASON (rational human reaction, cf. 1. 8) is also frequent: 

[74] The judge refused, on the grounds that he lacked authority. 

47. The repertory of ‘junctive expressions is large for the i relation of TEMPORAL 

PROXIMITY (cf. I.10) as well: ‘then’, ‘next’, ‘before’, ‘after’, ‘since’, ‘whenever’, 

‘while’, ‘during’, and so on. Proximity can be sequential if events or situations 

are ordered in respect to each other, e.g.: 

[75] The President emotionally declared that he was “glad to be home”. Then 

he told the gathering what it had come to hear. (TIME 26 March 1979) 

Overlap can be indicated rather than sequentiality: 

[76] The following day the Egyptian Cabinet also unanimously approved the 

final details of the agreement. Meanwhile, the Israeli and Egyptian Defense 

Ministers met in Washington. (TIME 26 March 1979) 
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Temporal proximity can involve a chaining where the termination of one event 

or situation coincides with the initiation of the next, possibly with causality 

implied as well. 

[77] When Carter brought up Sadat’s proposals, Begin said they were 

“completely unacceptable”. (TIME 26 March 1979) 

48. Still another use of subordination is to signal MODALITY, that is, the 

probability, possibility, or necessity (or the opposites of those) of events and 

situations (cf. Reichenbach 1976). The junctive ‘if’ marks a condition under 

which some event or situation would be true, e.g. in Mrs Thatcher’s campaign 

remark (Daily Telegraph 26 April 1979): 

[78] We can have German standards of living if we have German standards of 

work. 

Modality is important for PROJECTED events and situations, those which might 

happen or might have happened in a textual world (cf. V. 28). For past time, 

there is usually no longer any possibility for the projection to be true: 

[79] If the principle tower of Rochester Castle had suddenly walked from its 

foundation, and stationed itself opposite the coffee-room window, Mr Winkle’s 

surprise would have been nothing compared with the profound astonishment 

with which he heard this address. (Dickens 1836-37: 24) 

The contrary-to-fact status of the walking tower and its results are, as we see, 

also signalled by marked verb tenses (‘had walked’, ‘would have been’). 

49. The intricacies of junction are far greater than our sketch might imply. 

Except for disjunction, the use of junctives as explicit signals is rarely 

obligatory, because text users can recover relations such as additivity, 

incongruity, causality, etc. by applying world-knowledge. We could delete the 

junctives from samples [66], [67], [73], [76], and [77], adding punctuation 

occasionally, without rendering the texts doubtful. But by using junctives, text 

producers can exert control over how relations are recovered and set up by 

receivers. For instance, using ‘then’ in [75] makes it clear that the President’s 

‘emotional declaration’ was not (as might be assumed if ‘then’ were deleted) 
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what ‘the gathering had come to hear’; the producer can thus insert his or her 

own interpretation into the monitoring of the situation (cf. VIII.1). 

50. In this perspective, junction demonstrates how communicative interaction, 

not just grammatically obligatory rules, decides what syntactic formats 

participants use. Junctives can be a simple token of courtesy to help make 

reception of a text efficient. They can assist the text producer as well during 

the organization and presentation of a textual world. They can, as we saw in 

IV.49, imply or impose a particular interpretation. Yet they are seldom to be 

found in every transition among events and situations of an entire textual 

world. Apparently, a certain degree of informativity is upheld by not using 

junctives incessantly. There are other surface categories which can fulfil the 

same functions, e.g. using causative verb forms (cf. Grimes 1964 for a 

comparison of Huichol and English) or inserting interjections (cf. Gillich 1970; 

Franck 1979). 

51. A special aspect of interaction between syntax, informativity, and 

communicative settings has been stressed in FUNCTIONAL SENTENCE 

PERSPECTIVE mentioned in II.18. The mere placement of materials in the earlier 

or later stretches of clauses and sentences suggests the relative priorities and 

degrees of informativity of underlying content (for discussions and surveys, cf. 

Mathesius 1928; Firbas 1962, 1964, 1966, 1968, 1974, 1975; Halliday 1967-8; 

Beneš 1968; Chafe 1970, 1976; Sgall et al. 1973; Daneš (ed.) 1974; Dahl 

(ed.) 1974; Grossman, San & Vance (eds.) 1975; Grimes 1975; Firbas & 

Golková 1976; Li (ed.) 1976; Jones 1977). The extent to which this aspect 

controls syntax varies according to the number of other constraints that apply. 

In English, the lack of a differentiated morphemic system in many areas 

places heavy constraints on word-order patterns. In Czech, with its richer 

morphemic systems, word order can follow the functional perspective much 

more faithfully (Sgall et al. 1973).36
 

 52. Since people tend to give a point of orientation before presenting new or 

surprising things, informativity tends to rise toward the end of a clause or 
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sentence. Consider the opening of a story from the Tibetan biographies of the 

Eighty-Four Siddhas (Govinda I 1976: 2 5). 

[80.1] There once was a hunter called Savari. [80.2] He was very proud of his 

strength and marksmanship. [80.3] The killing of animals was his sole 

occupation, [80.4] and this made his life one single sin. [80.5] One day, while 

he was out hunting, he saw a stranger.  

The text begins with an empty expression ‘there once was’ that merely asserts 

the existence of the main character. The character’s profession and name are 

saved until the end stretch, with the more specific name following the less 

specific profession. The character now can appear as the subject of the next 

sentence, whose predicate offers more material about his traits. Of course, a 

hunter could be readily expected to possess ‘strength’ and ‘marksmanship’; 

but in this story, the hunter will be defeated on precisely those two counts, 

such that the narrator is motivated to stress them here. A format such as: 

[80.2a] His strength and marksmanship made him very proud. 

would create less focus on the crucial talents In [80.3], ‘the killing of animals’ 

makes a good beginning because it follows determinately from the already 

stated profession ‘hunter’; the new material is that this activity is his ‘sole 

occupation’ (i.e. unredeemed by works of kindness), leading into [80.4]. An 

anaphoric ‘this’ (in [80.41) keeps the content of the preceding sentence active 

so that a characterization (‘a single sin’) can be added. The opening of [80.5] 

presents Savari in his usual occupation; the sentence ends up with the 

expression of a new arrival (‘stranger’) on the scene. 

53. We shall look into informativity in more detail in Chapter VII. We wanted to 

note here that, since cohesion rests on the assumption of underlying 

coherence (cf. IV.41), the sequencing of surface texts gives signals about the 

shared knowledge to be applied during a given stage of the communicative 

interaction. For example, due to the strategic usefulness of presenting known 

material first, the subjects of English sentences are often, though certainly not 

always, expressions (re)activating established or predictable content (cf. 
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Firbas 1966a). The latter stretch of the predicate is, in turn, especially 

serviceable for creating focus. 

54. A subsidiary cohesive system available only for spoken texts is INTONATION 

(cf. Halliday 1967; Crystal 1969; Lehiste 1970, 1975; Brazil 1975). In English, 

the usual pattern is a rising intonation toward the ends of clauses or 

sentences, notably reaching a peak on the last expression conveying 

substantive content. Although research was long centred on clauses and 

sentences, David Brazil (1975) has recently undertaken an account of 

intonation in whole texts or in texts within discourses. He adopts Halliday’s 

(1967) “tones” and relates them to types of discourse actions (cf. VI.11). 

INVOKING (called “referring”) is done when the speaker presents predominantly 

known or expected material, while INFORMING (called “proclaiming”) is done 

when the speaker presents predominantly new, unexpected, corrective, or 

contrastive material (cf. VIII.10). Hence, informing is more prone to elicit 

responses from other participants than is invoking. There is also a neutral 

option not deemed to qualify as either action. 

55. The TONE is the rising or falling tendency of a TONE GROUP (a stretch of text 

uttered as a unit). The basic choice is between a falling tone and a falling-

rising (failing, then rising) tone (Tones 1 and 4 in Halliday’s scheme). The 

falling tone is normally used for informing, and the falling-rising for invoking. If 

we use arrows pointing either down (fall) or down, then up (fall-rise), we could 

have four patterns for the same two-part utterance, as in Figure 5 (examples 

from Brazil 1975: 6) 
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[81a] would be used if the hearer is assumed to know about the speaker’s 

reading ‘Middlemarch’, but not about future plans. [81b] would be appropriate 

if the reading of ‘Adam Bede’ were already known, but not the intended 

occasion or time of the reading. The reversing of the clauses, intriguingly 

enough, does not alter this outlook: [81c] would work like [81a], and [81d] for 

[81b]. Apparently, the contrasting intonation of the clauses makes the rising-

falling one appear as background material and the falling one as foreground, 

irrespective of their order of utterance. 

56. In addition, Brazil (1975: 7f.) identifies two MARKED or INTENSIFIED options 

indicating an extra measure of involvement on the part of the speaker. An 

intensified informing action would have a rising, then falling tone (Halliday’s 

Tone 5). If placed on the opening clause of [81b], rise-fall tone would stress 

the time of completing ‘Middlemarch’ (i.e. then and only then, then and not a 

moment sooner, etc.). Similarly, an intensified invoking action would have a 

simple rising tone (Halliday’s Tone 2). If applied to the second clause of [81b],  

the effect would be to turn the utterance into a question, or into a statement 

seeking support or confirmation in view of the speaker’s own uncertainty. The 

rising tone is especially suited for an insistent question, or, in ‘if’-clauses (cf. 

IV.48), an insistent condition. Finally, Brazil recognizes a low rising tone (i.e. 

rising only from low to mid key) (cf. IV. 57) as a “neutral” option used to avoid 

committing oneself to one type of discourse action (Halliday’s Tone 3). 
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57. This basic scheme is combined with a differentiation of KEYS going all the 

way back to Henry Sweet (1906). Mid key is the pitch considered normal for 

the circumstance, and high key and low key the pitches above and below the 

norm, respectively. Brazil argues that the usual discourse sequence is high-

mid-low, because the high key suggests an intention to continue the current 

stretch of discourse, and the low key an intention to end. In particular, high key 

is prominently employed in contrasts, either between two stated chunks of 

material or else between the stated material and what might be expected. 

Conversely, low key suggests equivalence of a chunk with a previous or 

expected chunk; stability is signalled by articulation with minimal effort. In an 

exchange like (Brazil 1975: 28): 

[82.1] Where is he now? [82.2] In bed. 

a high key answer would suggest that the location were bizarre or scandalous, 

while low key suggests that it is only to be expected. Hence, the high key 

would encourage further discussion, whereas the low key would indicate that 

no more need be said. The mid key is neutral and noncommittal in this regard, 

and would therefore be used when one wishes to leave the option of 

continuing completely open. 

58. Even our brief outline of Brazil’s scheme should reveal its important 

implications for the study of texts as human activities. Intonation not only links 

together spoken surface texts; it also serves to qualify the linkage of concepts 

and relations both within the textual world and between the textual world and 

shared prior knowledge. Consider just the simple mechanisms of RECURRENCE 

and PARAPHRASE noted in IV.12-19 and IV.18-19, respectively. When one 

participant repeats or paraphrases a text just presented by another, the further 

development of the discourse depends crucially on intonation. A high-key 

recurrence or paraphrase elicits further explanation or justification, such as 

Hardcastle’s exclamation ‘Punch!’ in sample [22]. A low-key recurrence or 

paraphrase would merely signal that the prior text has been heard and 

understood. A mid-key recurrence or paraphrase leaves it up to the producer 

of the prior text to decide whether anything more should be added. In this 
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fashion, the choice of key is a gauge of intentionality and acceptability as 

speaker and hearer attitudes about cohesion, coherence, and informativity. 

As such, intonation contours have noteworthy influence upon situationality 

(what is going on in a particular communicative setting) and intertextuality 

(how to frame your text in regard to other people’s texts in the same 

discourse). Moreover, any disregard for the demands of efficiency, 

effectiveness, and appropriateness can be immediately regulated; a high-

key paraphrase would be used to respond to a severe disregard, while a low-

key paraphrase would be used for a mild disregard. 

59. This chapter has been devoted to the factors in text cohesion. We 

suggested that short-range stretches of surface structure are set up as 

closely-knit patterns of grammatical dependencies; long-range stretches, in 

contrast, could be handled by re-utilizing previous elements or patterns, 

economizing where possible. We progressed from cases where the surface 

occurrences simply happen again toward cases where greater compactness is 

attained. RECURRENCE entails the exact return of materials (IV.12-17). PARTIAL 

RECURRENCE involves different uses of the same basic language items (word-

stems) (IV.16). PARALLELISM is found when structures are re-used with 

different materials in them (IV.17). PARAPHRASE obtains via approximate 

conceptual equivalence among outwardly different materials (IV.18-19). We 

argued that these four devices are preferentially deployed when text 

producers wish to preclude uncertainty or contest. For everyday use, other 

devices serve to compact the surface text: PRO-FORMS are brief, empty 

elements that are employed to keep the content of fuller elements current and, 

where expedient, to re-use basic syntactic structures (or compacted versions 

of these) (IV.21-3I); ELLIPSIS allows the omission of some structural 

components, provided that a complete version is recoverable (IV. 3 2 7). Pro-

forms and ellipsis evince a trade-off where compactness might become so 

extreme that no savings in effort are attained after all, because energy is 

drained away reconstructing things (IV.29ff.; IV.37). 
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60. We then progressed toward devices which overtly signal relations within or 

among events and situations of the textual world. TENSE and ASPECT can 

signal relative times, boundedness, unity, order, and modality of events and 

situations (cf. IV.38-41). JUNCTION offers explicit markers for relationships of 

additivity, alternativity, incompatibility, and subordination through causality, 

time, modality, and so on (IV.4.2-50). We concluded by reviewing the 

contributions of FUNCTIONAL SENTENCE PERSPECTIVE as a correlation between 

priorities of knowledge or informativity and the arrangement of words in 

clauses and sentences (IV.51-53); and of INTONATION as the imposition of 

characteristic audible contours of tone and key upon texts in discourse, 

providing major cues about expectations, attitudes, intentions, and reactions 

(IV.54-8). 

61. Though by no means complete or exhaustive, our survey should make it 

clear why the notion of “text cohesion” is substantially broader than usual 

notions of “text syntax” or “text grammar.” The broadening arises from two 

factors: the operationalisation of syntactic or grammatical structures as 

configurations utilized in real time; and the interaction of syntax or grammar 

with other factors of textuality. Syntactic theories of the 1980s and 1960s were 

not intended to account for those two factors, so that we may be compelled to 

develop new theories rather than ‘just “revising” or “extending” standard ones. 

We hope at least that we have raised some issues of the  

kind that new theories of text cohesion ought to encompass; and that we have 

set forth motives for building such theories in the wider context of human 

interaction. 

  

Notes 

1 As pointed out by David Johnson (1977: 153), standard sentence 

grammars, centred around notions like “dominance” and “precedence”, 

have made very little of relational linkage and dependency. “Relational 

grammar” (cf. Cole & Sadock (eds.) 1977) is intended to compensate for 

this neglect. 
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2 On pattern matching, see note 17 to Chapter III. 

3 There are of course numerous other definitions of the sentence (survey in 

O’Connell 1977), many of them inconsistent and confused. 

4 The “state” of a system is the point where operations are centred at a given 

moment. We can have “macro-states” or “micro-states” by adjusting our 

scope of operations toward larger or smaller. We can also have different 

types of states: grammar states in cohesion (cf. IV.6), knowledge states in 

coherence (V.31), plan states in intentionality (cf. VI.13f.), information states 

in informativity, states of objects and participants in situationality (see note 

6 to Chapter VII), and so on. Like many theoretical notions, “state” also 

figures as an entity in textual worlds (cf. V.26(a)). 

5 “Macro-states” could presumably join to yield a “macro-structure” in the 

sense of van Dijk (1979b); cf. II-37. 

6 Note that the actual use may be different for the same element in different 

dependencies. For instance, ‘in a desert’ is a “modifier” of the “head” 

‘stood’, but ‘desert’ is also a “head” for the “determiner” ‘a’ (see Fig. 4). 

7 In principle, the transition network should be equally applicable to 

production and reception of texts, as has been logically and mathematically 

demonstrated by Simmons and Chester (1979). There would be some 

obvious distinctions in the type of search, since the producer is making the 

original decisions and the receiver only recovering them; but in both cases, 

linkages must be found and tested before use. We approach the matter 

here mostly from the standpoint of reception, since that is the use for which 

the formalism was designed in the first place (see references in IV. 5). 

8 It may be better to subdivide modifier types, e.g. “adjective”, “adverb”, and 

so on; this question will have to be resolved empirically: do language users 

always make those distinctions? And if they do, what about cases that 

normal speakers might find hard to decide, e.g. ‘bright’ in ‘The moon shone 

bright’? 

9 Cf. note 15 to Chapter 3. 
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10 As noted in IV-43, conjunction with ‘and’ is essentially additive: it usually 

joins elements of the same type or status. 

11 For example, there may be several transitions being tested and traversed 

in parallel. 

12 Sec note 7 to this chapter. 

13 These alterations are called MISCUES (cf. Goodman & Burke 1973). 

14 We do not suppose that people would build transition networks for the 

granunatical dependencies of whole texts (they would rather build up 

conceptual-relational networks after each stretch of text was processed, cf. 

Chapter V). But they might well have traces left of a previously built network 

that would make re-use easier than building something new. 

15 On recurrences of other kinds, see the demonstration in VII.29-42. 

16 Of course, limited repertories of language systems, especially phonemes, 

make a certain amount of recurrence unavoidable (cf. Werth 1976; 

Beaugrande 1978b). Such recurrences would hardly be noticed. The use of 

recurrence for insistence is illustrated in VI.18; VIII.24, 26. 

17 As noted in IX.9, poetic texts are definable according to their 

reorganisation of mapping strategies onto the surface text. Receivers 

therefore focus more attention on recurrences of all kinds. 

18 The discussions over reference among philosophers have been lengthy 

and seldom conclusive (survey in Lyons 1977: 174-229). The tendency is to 

try to explain all kinds of reference on the basis of the few marginal cases 

we can nail down, e.g. naming objects present. See V.40 for a different 

outlook, where reference is a factor of textual worlds, not of words. 

19 The “sense” is the actual knowledge conveyed by a text element within its 

continuity of coherence (cf. V.1f.). Doubtful reference of course follows from 

doubtful sense but not necessarily vice versa (see note 18 to this chapter). 

20 Where it can be done without distorting the demonstration, we provide our 

own translations of non-English samples and citations. The creative use of 
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partial recurrence is in conformity with the “general theory” of creativity 

outlined in Beaugrande (1979c). 

21 For more illustrations, cf. VII-34. 

22 For more illustrations, cf. VII-37, 41, and VIII.24. 

23 See for instance Hirsch (1975). Some illustrations are noted in VII.37.24 

The notion of “equivalence” was central in descriptive linguistics (cf. II.2if.). 

In our usage, however, there is usually some degree of approximation; the 

important factor is the stability of an actual system when occurrences (or 

blocks of occurrences) belong to the same general type. Such is the case 

here. 

25 From the Agreement between the Board of Regents, State University 

System of Florida, and United Faculty of Florida, 1978-1981 (no date or 

place of publication), p. 22. 

26 We use the term “co-refer” because it is well established, but we retain 

the reservations expressed in note 18. Perhaps “co-sense” would be more 

fitting than “co-reference” in some instances. 

27 On different usage in Samoan, compare Chapin (1970). 

28 The tendency to prefer problematic knowledge as discourse material is 

stressed again in IV. 29f.; IX.14, 26. 

29 There may also be effects of primacy (the first part of a presentation 

being favoured) at work (cf. Meyer 1977: 308f.). See IX.37. 5 and note 23 to 

Chapter IX. 

30 On the many uses of ‘so’, cf. Halliday & Hasan (1976: 140) and 

accompanying discussion. 

31 Reichman (1978: 290) points out an interesting case where a proper 

name is used rather than a pro-form, even though no confusion would be 

possible, apparently because the person mentioned is outside the focus of 

attention; the person in focus is referred to via a pro-form. 

32 See note 28 to this chapter. 
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33 The question is: “elliptical in comparison to what?” (Coseriu 1955-56). 

Alfred Whitehead was prone to condemning natural language because of its 

incompleteness. 

33a This construction is in fact used in Spenser’s Faerie Queene (I i 42): ‘but 

he againe shooke him so hard, that forced him to speake’. Dillon (1978: 

118) classes such usage as “ungrammatical”. 

34 The “cloze” procedure of omitting words periodically for test persons to 

supply is not really comparable to using ellipsis in spontaneous discourse. 

35 In common usage, “tense” designates the inflection of verbs to show time 

relative to the act of discourse, while “aspect” subsumes the boundaries 

(beginning, completed) and duration of events as marked by verb 

inflections. 

36 On many other languages, cf. Grimes (1975); Grossman, San & Vance 

(eds.) (1975); Li (ed.) (1976); Grimes (ed.) (1978). 

 Chapter V 

  

 Coherence  

1. If MEANING is used to designate the potential of a language expression 

(or other sign) for representing and conveying knowledge (i.e., virtual 

meaning), then we can use SENSE to designate the knowledge that actually is 

conveyed by expressions occurring in a text. Many expressions have several 

virtual meanings, but under normal conditions, only one sense in a text. If the 

intended sense is not at once clear, NON-DETERMINACY is present. A lasting 

non-determinacy could be called AMBIGUITY if it is presumably not intended, 

or POLYVALENCE if the text producer did in fact intend to convey multiple 

senses at the same time. Though not yet well explained, the human ability to 

discover intended senses and preclude or resolve ambiguities is one of the 

most amazing and complex processes of communication (cf. for example 

Hayes 1977). 
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2. A text “makes sense” because there is a CONTINUITY OF SENSES among 

the knowledge activated by the expressions of the text (cf. Hörmann 1976). 

A “senseless” or “nonsensical” text is one in which text receivers can 

discover no such continuity, usually because there is a serious mismatch 

between the configuration of concepts and relations expressed and the 

receivers prior knowledge of the world. We would define this continuity of 

senses as the foundation of COHERENCE, being the mutual access and 

relevance within a configuration of CONCEPTS and RELATIONS (cf. I.6). The 

configuration underlying a text is the TEXTUAL WORLD, which may or may not 

agree with the established version of the “real world” (cf. VII.18.1), i.e., that 

version of the human situation considered valid by a society or social group. 

Note, however, that the textual world contains more than the sense of the 

expressions in the surface text: cognitive processes contribute a certain 

amount of COMMONSENSE knowledge derived from the participants’ 

expectations and experience regarding the organization of events and 

situations. Hence, even though the senses of expressions are the most 

obvious and accessible contribution to the meaningful-ness of texts, they 

cannot be the whole picture. 

3. Knowledge is not identical with language expressions that represent or 

convey it, though confusion on this point is rife in linguistics and psychology.1 

This confusion arises from the enormous difficulty in envisioning and 

describing knowledge and meaning without constantly relying on language 

expressions. Many researchers agree that a language-independent 

representation would be highly desirable (cf. for example Schank, Goldman, 

Rieger & Riesbeck 1975). But so far, we cannot seem to agree on any 

representational mode already proposed. This stalemate is no mere 

accident: instead, it reflects the nature of the entities we are trying to 

systemize (in the sense of III.3). 

4. As argued in I.6, a CONCEPT can be defined as a configuration of 

knowledge that can be recovered or activated with more or less consistency 

and unity. This definition is operational, based on the indisputable fact that 
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language users, when employing or being confronted with a particular 

expression, tend to ACTIVATE roughly the same chunk of knowledge (i.e. 

place the chunk in ACTIVE STORAGE, cf. III.26; IV.2).2 Variations among 

different language users do not seem to be substantial enough to occasion 

disturbances very often. It should follow from here that the meaning of a 

concept is the sum of its possible uses (cf. Schmidt 1968). Unfortunately, 

many concepts are so adaptable to differing environments that they remain 

quite fuzzy in regard to their components and boundaries.3 Therefore, 

defining concepts involves working with comparative PROBABILITIES: weaker 

or stronger likelihood that the concept will subsume certain knowledge when 

actualised in a textual world, where each concept appears in one or More 

RELATIONS to others, e.g. “state of”, “attribute of”, and so on (cf. V.26). These 

relations constitute the LINKAGE which delimits the use of each concept. 

5. If concepts can indeed subsume different knowledge elements 

according to the conditions of activation, then concepts cannot be primitive, 

monolithic units. Instead, concepts must have their own components held 

together by a particular STRENGTH OF LINKAGE. Components essential to the 

identity of the concept constitute DETERMINATE knowledge (e.g. all humans 

are mortal). Components true for most but not all instances of the concept 

constitute TYPICAL knowledge (e.g. humans usually live in communities). 

Components which happen to be true of random instances only constitute 

ACCIDENTAL knowledge (e.g. some humans happen to appear blond).4 As 

Loftus and Loftus (1976: 134) point out, this gradation is also fuzzy. Very few 

components, for example, turn out to be absolutely determinate: birds can be 

birds even if they can’t fly or if their feathers are stripped off; tables might 

have all kinds of shapes and all numbers of legs; and so on. Labov (1973) 

tested the borderlines where people were willing to call a presented shape a 

‘cup’ as opposed to other vessels (‘jar’, etc.), and found only partial 

agreement. Still, some gradation in strength of linkage is probably necessary 

if concepts are to be operational. The concept is, after all, designed to 
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handle normal instances rather than bizarre counter-examples dreamed up 

in peculiar situations (e.g. philosophers’ debates). 

6. It is one thing to agree that concepts can be decomposed into more 

basic units; it is quite another to agree upon what those units might be (cf. le 

Ny 1979).5 Even straightforward cases can become entangled in irresolvable 

debates. For example, it ought to be fully reasonable to view the concept ‘kill’ 

as composed of ‘cause’, ‘become’, ‘not’, and ‘alive’; yet even here, 

controversy rages. And texts can be found where this simple analysis fails 

utterly: 

      [83] And though I kill him not, I am the cause 

      His death was so effected. 

     (All’s Well That Ends Well III ii 118-19) 

Evidently, the components of concepts are themselves not entirely stable, 

whether they be called “features”, “markers”, “primitives”, “semes”, 

“sememes”, or whatever.6 

7. Even if we could agree on the units which constitute concepts, we 

would not have shown that the decomposition of concepts is a routine 

activity of text processing. Evidence for such routines is at present slight 

(Kintsch 1974: 242; J. Anderson 1976: 74; Hayes-Roth & Hayes-Roth 1977). 

And the unsettled questions are alarming. How many units would be needed 

for all possible concepts? Would the same set of units work for concepts and 

expressions? Given that people communicate via expressions, how are units 

acquired? How can we define the units without having recourse to the same 

kinds of expressions or concepts that we are trying to decompose? Are there 

units which, in the worst case, are needed for only one concept or 

expression in the whole language? 

8. Perhaps it would be more productive to try working in the other 

direction: rather than asking how expressions or concepts can be cut into the 

tiniest possible pieces, we might inquire how expressions are assigned 

conceptual senses, and how senses are put together into large 
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configurations of a textual world. Certainly, the building of textual worlds is 

a documented routine activity in human communication. This reversal of 

outlook would shift attention away from questions which adjudication a priori 

cannot solve (such as those in V.7) toward questions which can be pursued 

empirically (e.g. via reading and recall of texts, cf. IX.24ff). The fuzziness and 

instability of concepts and their possible components should become steadily 

less prominent when they appear in more and more determinate contexts of 

communication. In that perspective, the sense of an expression or the 

content of a concept are definable as an ordered set of hypotheses about 

accessing and activating cognitive elements within a current pattern. To 

describe such a sense or content, one would have to stand at that point in 

the configuration of concepts and relations and look out along all pathways 

(cf. Quilban 1966).9 The study of language meaning via this approach is the 

concern of a recent trend known as PROCEDURAL SEMANTICS (cf. Miller & 

Johnson-Laird 1976; Winograd 1976; Johnson-Laird 1977; Levesque 1977; 

Schneider 1978; Levesque & Mylopoulos 1979). It is recognized that in 

addition to DECLARATIVE knowledge (statements of facts or beliefs about the 

organization of events and situations in the “real world”), communication 

requires PROCEDURAL knowledge (facts or beliefs stated in formats intended 

for specific types of uses and operations) (cf. Winograd 1975; Winston 1977: 

390ff; Goldstein & Papert 1977; Bobrow & Winograd 1977). The 

meaningfulness of language in texts is just a special case of the acquisition, 

storage, and utilization of knowledge in all manner of human activities. Since 

language use is highly differentiated and reasonably well regulated by social 

agreement, the special case is perhaps the most promising approach to the 

general one (cf. X.7). 

10. When expressions are used in communication, the corresponding 

concepts and relations are ACTIVATED in a mental workspace we can hence 

term ACTIVE STORAGE (cf. III. 29; IV. 2; V.4). George Armitage Miller (1956) 

reported that this workspace seems limited to only about seven items at a 

time. It follows, he observed, that efficiency would be promoted if the items 
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were large, well-integrated CHUNKS of knowledge rather than single, 

unrelated elements. Consequently, the knowledge that underlies textual 

activities would normally figure as GLOBAL PATTERNS which are matched and 

specified to accommodate current output (in production) and input (in 

reception) (cf. V. 16). The difficulty in processing non-expected or discrepant 

occurrences (cf. VII.13) presumably arises because they cannot be handled 

as parts of well-integrated stored patterns and must be held separately in 

active storage until they can be fitted in and accommodated. 

11. These patterns of knowledge might well look different according to the 

demands of current processing tasks. Text receivers would use patterns for 

building and testing hypotheses about what the major TOPIC is (cf. V.23) and 

how the TEXTUAL WORLD is being organized. It follows that the topic pattern 

would be utilized more richly than subsidiary patterns of marginal usefulness 

for the text at hand (cf. V.16). Another scale of difference would be the 

importance and relevance of the text for the receiver’s situation: as these 

factors rise, utilization of knowledge would become more detailed and 

thorough (cf. III.3 1). 

12. When some item of knowledge is activated, it appears that other items 

closely associated with it in mental storage also become active (though 

perhaps not so active as the original item). This principle is often called 

SPREADING ACTIVATION (see Collins & Loftus 1975) and mediates between the 

explicitly activated concepts or relations and the detailed richness which a 

textual world can assume. In production, spreading activation might work 

outward from concepts or relations toward natural language expressions that 

could be preferentially used (cf. III.23). In reception, spreading activation 

makes it possible to form elaborate associations, to create predictions and 

hypotheses, to deploy mental images, and so forth, far beyond what is 

actually made explicit in the surface text. DETERMINATE and TYPICAL 

knowledge should be especially prone to spreading activation (cf. V.5), 

though accIdental knowledge might also be involved if imprinted forcefully 

enough in one’s own experience. 
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13. There is some evidence of two different principles of storing and 

utilizing knowledge. Endel Tuiving (1972) introduced the notions of EPISODIC 

MEMORY vs. SEMANTIC MEMORY to account for the distinction. Episodic 

memory contains the records of one’s own experience (‘what happened to 

me’), while semantic memory at least in the most appealing sense of the 

term7 reflects the inherent patterns of the organization of knowledge, e.g. the 

structures of events and situations (‘what is true about the world at large and 

how it all fits together’). Of course, one’s experiences continually feed into 

one’s general views about the world, while the latter impose organization 

upon experience. Still, episodic knowledge would be heavily tied to the 

original contexts of encounter and would thus manifest many accidental 

traits. Semantic knowledge, in contrast, would be more dominantly organized 

in terms of the characteristics which all or most individual instances have in 

common. 

14. Since the times of Plato and Aristotle up through the Middle Ages 

even into the present, the comparative importance of experience vs. human 

reasoning powers in the acquisition of knowledge has been hotly debated. 

Whether concepts can exist independently of all particular instances of them 

(as Plato believed), or whether they must all be extracted from personal 

experience (as empiricists asserted), are questions which may be 

irresolvable in the framework of the usual discussions. Any view which 

denies either innate human reasoning powers or the effects of real 

experience would prove untenable if subjected to unbiased comprehensive 

investigations of human conduct—a recourse which generations of 

philosophers hardly seem to have considered. The utilization of texts almost 

certainly involves steady interactions and compromises between the actual 

text materials being presented, and the participants’ prior disposition, 

according to conditions which, though flexible and variable, are by no means 

unsystematic (cf. discussion in IX.37ff.).1 

15. In a procedural approach, arguments in favour of one model of 

knowledge over another should be couched in terms of tasks and operations. 
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Consider for example the question of ECONOMY. On the one hand, each item 

of knowledge might be stored in a system only once, no matter how many 

configurations would contain the item. There would be either a very dense 

interlocking of configurations, or else a given configuration would have to be 

assembled every time need arose. This kind of system offers great economy 

of STORAGE, but heavy expenditure on SEARCH. On the other hand, items 

could be redundantly stored in each of the configurations which include 

them. This system would work very rapidly on search, but would be 

horrendously wasteful on storage. As Walter Kintsch (1977a: 290f.) notes, 

this trade-off between economy of storage and economy of search is 

probably resolved by compromise. Frequently used configurations would be 

stored as wholes, in spite of the redundancy involved; unusual, seldom 

required configurations would be assembled via searching out component 

items only when occasion arises. 

16. Some types of global patterns would be stored as complete chunks 

because of their usefulness in many tasks. FRAMES are global patterns that 

contain commonsense knowledge about some central concept, e.g. ‘piggy 

banks’, ‘birthday parties’, etc. (cf. Charniak 1975b; Minsky 1975; Winograd 

1975; Petbfi 1976; Scragg 1976; Metzing (ed.) 1979). Frames state what 

things belong together in principle, but not in what order things will be done 

or mentioned. SCHEMAS are global patterns of events and states in ordered 

sequences linked by time proximity and causality (cf. Bartlett 1932; 

Rumelhart 1975, 1977b; Kintsch 1977b; Mandier & Johnson 1977; 

Rumelhart & Ortony 1977; Spiro 1977; Thorndyke 1977; Kintsch & van Dijk 

1978; Beaugrande & Colby 1979). Unlike frames, schemas are always 

arrayed in a progression, so that hypotheses can be set up about what will 

be done or mentioned next in a textual world. PLANS are global patterns of 

events and states leading up to an intended GOAL (cf. Sussrnan 1973; 

Abelson 1975; Sacerdoti 1977; Schank & Abelson 1977; Cohen 1978; 

McCalla 1978; Wilensky 1978a; Allen 1979; Beaugrande 1979a, b). Plans 

differ from schemas in that a planner (e.g. a text producer) evaluates all 
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elements in terms of how they advance toward the planner’s goal. SCRIPTS 

are stabilized plans called up very frequently to specify the roles of 

participants and their expected actions (cf. Schank & Abelson 1977; 

Cullingford 1978; McCalla 1978). Scripts thus differ from plans by having a 

pre-established routine. The importance of these kinds of global patterns has 

become recognized in the procedural attachment of producing and 

receiving texts: how a topic might be developed (frames), how an event will 

progress in a sequence (schemas), how text users or characters in textual 

worlds will pursue their goals (plans), and how situations are set up so that 

certain texts can be presented at the opportune moment (scripts). Different 

pattern types might share the same basic knowledge in a variable 

perspective (e.g. a frame for ‘structure of a house’ versus a plan for ‘building 

a house’). Using global patterns greatly reduces complexity over using local 

ones, and allows retaining much more material in active storage at one given 

time. We provide some demonstrations later on.8 

17. A further issue in procedural models of knowledge is that of 

INHERITANCE: the transfer of knowledge among items of the same or similar 

types or sub-types (cf. Falhman 1977; Hayes 1977; Brachman 1978; 

Levesque & Mylopoulos 1979). At least three kinds of inheritance should be 

noted. First, an INSTANCE inherits all the characteristics of its CLASS
9 unless 

expressly CANCELLED (Fahlman 1977). We assume that Napoleon had toes, 

to use a familiar example from Walter Kintsch (1974), even though nobody 

(but Walter) has ever told us so, because Napoleon is an instance of the 

class ‘human beings’. If he had had no toes, there would doubtless be some 

historical anecdote to cancel our assumption. Second, SUBCLASSES inherit 

from SUPERCLASSES only those characteristics that the narrower 

SPECIFICATION of the subclasses allows. For example, the subclass of 

‘ostriches’ differs from the superclass of ‘birds’ in being unable to fly, but able 

to run extremely fast. Third, entities can inherit from those with which they 

stand in ANALOGY, i.e. they are of different classes but comparable in some 

useful respects. For instance, researchers in cognitive science and artificial 
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intelligence are making assumptions about the human mind by analogy to 

the computer (cf. X.26ff.). Without claiming that minds and computing 

machines are the same thing, we can still discover comparable 

characteristics that are helpful in building complex models of cognition. 

18. Inheritance relates to the consideration of economy raised in V.15. If 

knowledge about classes/instances, subclasses/ superclasses, or analogies 

were stored in a neat hierarchy, predictions should be possible about time 

needed to access certain facts. For example, [84a] should take longer to 

judge “true” or “false” than [84b] because the superclass ‘animal’ is higher up 

in the hierarchy than the subclass ‘bird’, and thus to connect them demands 

at least one more step: 

     [84a] A chicken is an animal. 

[84b] A chicken is a bird. 

However, testing failed to confirm such predictions (cf. Collins & Quillian 

1972). For one thing, [84c] was regularly confirmed faster than [84b], though 

‘chicken’ and ‘robin’ should be on the same plane in the hierarchy: 

     [84c] A robin is a bird. 

Smith, Shoben, and Rips (1974) explain this effect in terms of “features” as 

basic components of concepts like ‘bird’: the more determinate and typical 

features (cf. V.5) an instance or subclass has, the quicker it will be judged a 

member of a class or superclass. ‘Robins’, who fly and sing well, are thus 

easier to judge as ‘birds’ than are ‘chickens’, who do not. In a like fashion, 

people are more prone to misjudge [84d] as true than [84e]: 

     [84d] A bat is a bird. 

[84e] A stone is a bird. 

because of the shared feature ‘can fly’ which sets ‘bats’ and ‘birds’ into an 

analogy. Rosch and Mervis (1975) argue that “family resemblances” are 

responsible for such effects rather than defining features, because it is 

extremely difficult in many cases to decide what features every member of a 

class must have (cf. examples in V. 5). 
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19. We can readily see that the procedural considerations we have 

outlined—activation (V.4, 10), strength of linkage (V.5), decomposition (V.6-

7), spreading activation (V.12), episodic vs. semantic memory (V.13), 

economy (V.15), global patterns (V.16), and inheritance (V.17-18)—all 

depend upon each other. They all must be treated in terms of whatever are 

taken as the basic units and operations upon knowledge. A very simple, 

limited model might accommodate the results of experiments on judging 

sentences like [84a] through [84e] and still tell us little about that larger 

question (Kintsch 1979b). Symptomatic of this disparity is the attempt to 

separate off a neatly organized “lexicon” or “dictionary” of words or concepts 

from the vast, messy maze of an “encyclopedia” of world knowledge (cf. 

Smith 1978). As Kintsch (1979b) points out, such a separation is a research 

fiction which hinders the development of really powerful, general models and 

breaks down eventually in view of a wider range of realistic data. 

20. From here, some basic conclusions can be drawn. First of all, instead 

of trying to cut language off from everything else, we should strive to build 

models in which the use of language in real texts is explainable in terms 

comparable to the processes of apperception and cognition at large (cf. 

Minsky 1975; Miller & Johnson-Laird 1976; Kintsch 1977a; Rumelhart 1977a; 

Beaugrande 1980a). The restrictions upon research which reduce all issues 

to a matter of variations in time for performance on unrealistic tasks 

(including sentence judgements along the lines depicted in V.18) run counter 

to the main incentive for such an undertaking. We must work toward a 

diversity of experiment types among which the everyday utilization of texts 

plays a leading role. 

21. A second conclusion is that efforts to encompass the study of texts 

and knowledge into the framework of logic since Aristotle may prove a mixed 

blessing. We should rather reverse our priorities by first building humanly 

plausible models and then inquiring after types of logic that can serve as 

formalisms (Petöfi 1978: 44f.). Humans are evidently capable of intricate 

reasoning processes that traditional logics simply cannot explain: jumping to 
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conclusions, pursuing subjective analogies, and even reasoning in absence 

of knowledge (Collins 1978). For example, when confronted with a possible 

fact, people might say to themselves: ‘If this were true, I ought to know about 

it; since I don’t know, it is probably false’— the lack of knowledge inference 

described by Collins. The important standard here is not that such a 

procedure is logically unsound, but rather that the procedure works well 

enough in everyday affairs. 

22. A third conclusion is that, as we have already stressed (V.8), 

knowledge and meaning are extremely sensitive to the contexts where they 

are utilized. We would like to pursue some implications of that view for a 

candidate model of text coherence. Basically, the combination of concepts 

and relations activated by a text can be envisioned as PROBLEM-SOLVING in 

the sense of III.17. Given some fuzzy, unstable units of sense and content, 

text users must build up a configuration of pathways among them to create a 

TEXTUAL WORLD (V.2). Only certain characteristics or "features" of the 

concepts involved are really necessary and relevant for these operations. 

Such procedures as decomposition, spreading activation. inferencing, and 

inheritance will be carried out in accordance with the current conditions of 

processing. The central question is how to classify and systemize those 

conditions (and not how to prove that all text users do the same things all the 

time). In this line of inquiry, we could ask: how do people extract and 

organize content from texts for use in storing and recalling? What factors of 

the interaction between the presented text and people's prior knowledge and 

disposition affect these activities? What regularities can be uncovered by 

varying factors such as the style of the surface text or the user groups to 

whom the text is presented? What is the role of expectations? 

23. An initial step toward exploring these and similar questions is to find a 

basic representation for the coherence of texts. We shall suggest at least 

one possible means analogous to our proposals for a procedural model of 

syntax in IV.5-10. Coherence will be envisioned as the outcome of combining 

concepts and relations into a NETWORK composed of KNOWLEDGE SPACES 
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centred around main TOPICS. Our demonstration text will be the 'rocket'-

sample [4] from I.i, used already in our brief discussion of cohesion (IV.7ff., 

24, 29) as well as in some earlier research.10
 

24. Before tackling the text itself, we should call to mind the requirements 

for representing the processing of texts. We focus now on reception rather 

than production, though, as we stressed in III.29, there are undoubtedly 

important similarities between the two activities. The imposition of coherence 

on any stretch of text should be performed along the lines suggested in 

III.29ff. The surface text is PARSED onto a configuration of GRAMMATICAL 

DEPENDENCIES, as depicted in IV.5-10. The surface expressions are taken as 

cues to ACTIVATE concepts (V. 4, 10). This phase cannot involve a 

straightforward lookup in a mental “dictionary” (cf. V.19). Instead, the 

concepts are treated as steps in the construction of a continuity of sense 

(V.2), and the extent of processing expended will vary according to whatever 

is required and useful for that task. Attention would be directed particularly 

toward the discovery of CONTROL CENTRES, i.e. points from which accessing 

and processing can be strategically done. 

25. The most likely candidates for control centres can be termed PRIMARY 

CONCEPTS: 

(a)  OBJECTS: conceptual entities with a stable identity and 

constitution; 

(b)   SITUATIONS: configurations of mutually present objects in their current 

states; 

(c)   EVENTS: occurrences which change a situation or a state within a 

situation; 

(d)  ACTIONS: events intentionally brought about by an’ agent.11
 

26. The other concepts would be assigned to a typology of SECONDARY 

CONCEPTS. The following set is taken from Beaugrande (1980a), where a 

more elaborate justification is offered: 
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(a)  STATE: the temporary, rather than characteristic, condition of an 

entity; 

(b)  AGENT: the force-possessing entity that performs an action and 

thus changes a situation (cf. V.25(d)); 

(c)  AFFECTED ENTITY: the entity whose situation is changed by an 

event or action in which it figures as neither agent nor instrument; 

(d)  RELATION: a residual category for incidental, detailed relationships 

like ‘father-child’, ‘boss-employee’, etc., 

(e)  ATTRIBUTE: the characteristic condition of an entity (cf. “state”); 

(f)  LOCATION: spatial position of an entity; 

(g) TIME: temporal position of a situation (state) or event (cf. I.10); 

(h)  MOTION: change of location; 

(i)  INSTRUMENT: a non-intentional object providing the means for an 

event; 

(j)  FORM: shape, contour, and the like; 

(k)  PART: a component or segment of an entity; 

(l)  SUBSTANCE: materials from which an entity is composed; 

(m) CONTAINMENT: the location of one entity inside another but not as a part 

or substance; 

(n)  CAUSE: see 1.7; 

(o)  ENABLEMENT: see 1.7; 

(p)  REASON: See 1.8; 

(q)  PURPOSE: See 1.9; 

(r)  APPERCEPTION: operations of sensorially endowed entities during 

which knowledge is integrated via sensory organs;12
 

(s)  COGNITION: storing, organizing, and using knowledge by 

sensorially endowed entity; 

(t)  EMOTION: an experientially or evaluatively non-neutral state of a 

sensorially endowed entity; 
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(u)  VOLITION: activity of will or desire by a sensorially endowed entity; 

(v)  RECOGNITION: successful match between apperception and prior 

cognition; 

(w) COMMUNICATION: activity of expressing and transmitting cognitions by a 

sensorially endowed entity; 

(x)  POSSESSION: relationship in which a sensorially endowed entity is 

believed (or believes itself) to own and control an entity; 

(y)  INSTANCE: a member of a class inheriting all non-cancelled traits 

of the class (cf. V. 17); 

(z) SPECIFICATION: relationship between a superclass and a subclass, with 

a statement of the narrower traits of the latter (cf. V. 17); 

(aa) QUANTITY: a concept of number, extent, scale, or measurement;13
 

(bb) MODALITY: concept of necessity, probability, possibility, 

permissibility, obligation, or of their opposites; 

(cc) SIGNIFICANCIE: a symbolic meaning assigned to an entity; 

(dd) VALUE: assignment of the worth of an entity in terms of other 

entities; 

(ee) EQUIVALENCE: equality, sameness, correspondence, and the like; 

(ff)  OPPOSITION: the converse of equivalence; 

(gg) CO-REFERENCE: relationship where different expressions activate 

the same text-world entity (or configuration of entities) (cf. IV.21); 

(hh) RECURRENCE: the relation where the same expression reactivates 

a concept, but not necessarily with the same reference to an entity, or 

with the same sense (cf. IV. 12-15).14
 

27. Most of these concept types are familiar from “case grammars”15 that 

undertook to classify language relationships according to the organization of 

events and situations (cf. Fillmore 1968, 1977; Chafe 1970; Grimes 1975; 

Longacre 1976; Frederiksen 1977). At some point, these schemes tend to 

become a classification of knowledge and its organization, reflected in other 

domains besides language (cf. Kintsch 1974; Charniak 1975a; Schank et al. 
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1975; Woods 1975; Wilks 1977b). We incorporate some further concepts to 

encompass mental operations (apperception, cognition, emotion, volition, 

communication, possession), class inclusion (instance, specification), and 

notions inherent in systems of meaning per se (quantity, modality, 

significance, value, equivalence, opposition, co-reference, recurrence). We 

do not claim that this typology is exhaustive, or superior to others proposed 

before. It is merely useful for labeling the links among concepts, e.g. that one 

concept is the “state of” another, or the “agent of” another, etc.; and through 

various combinations, we can capture the notions of other typologies we 

have examined so far. One might easily work with typologies having greater 

or lesser detail than ours.16
 

28. In addition to a typology of concepts for labelling links, we might need 

a set of OPERATORS which further specify the status of linkage. For example, 

we could introduce operators for STRENGTH OF LINKAGE in the sense of V. 5: 

(a) a DETERMINATENESS operator [δ] for components necessary to the identity 

of a concept; and (b) a TYPICALNESS operator [τ] for frequent, but not 

necessary components. These operators would apply to configurations of 

world knowledge, as shown in V.39. Furthermore, we could introduce 

operators for linkage which involves BOUNDARIES: (a) an INITIATION operator [ι] 

for an entity ‘just being created or enacted; (b) a TERMINATION operator [†] for 

the converse; (c) an ENTRY operator [ε] for an entity coming about on its own; 

and (d) a EXIT operator [χ] for the converse of entry. Finally, two operators 

are useful for dealing with approximative or contrary-to-fact linkage: (a) the 

proximity operator [π] for relationships with some distance or mediation (cf. 

temporal proximity in 1. 10, causal proximity in V.36, etc.); and (b) the 

PROJECTION operator [ρ] for relations which are possible or contingent, but 

not true in the textual world (cf. IV.48). To distinguish operators from the link 

labels formed out of the beginning letters of concept names (e.g. “ca” for 

cause, “ti” for time, etc.), operators are Greek letters from the first or second 

position of the respective words, joined to the other labels with the sign “÷÷÷÷”.17
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 29. The motives and applications for our typologies presented above 

should become clearer through a demonstration. We start with the opening 

paragraph of our ‘rocket’ text: 

[4] [1.1] A great black and yellow V-2 rocket 46 feet long stood in a New 

Mexico desert. [1.2] Empty, it weighed five tons. [1.3] For fuel it carried 

eight tons of alcohol and liquid oxygen. 

The CONTROL CENTRE for this passage is clearly the object concept ‘rocket’, 

to which are assigned attributes (‘great’, ‘black’, ‘yellow’, ‘long’), a 

specification (‘V-2’), and a state (‘stood’) with its locations (‘New Mexico’, 

‘desert’); the attribute ‘long’ has the quantities ‘46’ and ‘feet’. We could put all 

of these conceptual relations into a network such as that shown in Figure 6. 

 

Link labels announce the type of concept that is attained by traversing links 

in the directions shown by the arrows. The operations would be comparable 

to those depicted for the TRANSITION NETWORKS in IV.5-10. The processor 

works from a current state to a following state by trying to identify the type of 

the node to be attained. The strategies of PROBLEM-SOLVING, (III.17) would 

apply, assisted by spreading activation (V.12), inferencing (cf. V. 32ff ), and 

global patterns (V.16). 

30. It is important to compare and contrast the conceptual network in Fig. 

6 with the grammatical network in Fig. 4 in IV.10. Although we still use 

English words in the notation of Fig. 6, we are now representing concepts 

rather than surface expressions. It might be desirable to have some other 

representation, but at present, researchers are manifestly unable to agree on 

any one. Notice that the general pattern of the two networks is similar: the 

access routes from node to node are much the same. Hence, it seems 

reasonable that text processing should make use of structural similarities on 
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different levels as far as is expedient (cf. R. Bobrow 1978; Walker (ed.) 1978; 

Woods & Brachman 1978). For example, a hypothesis that grammatical 

heads are usually primary concepts would be confirmed often enough to 

merit its general application. Similarly, one could postulate that grammatical 

modifiers are attributes, states, locations, etc., in a certain preference order 

(on preferences, cf. III.18) as indicated by the nature of the primary concept 

at the control centre. Such hypotheses and preferences could serve to 

AUGMENT the transitions among nodes in the sense of IV.5. Where possible, 

the uncovering of grammatical and conceptual dependencies would interact 

heavily or even run in parallel rather than as two separate phases, though 

there would nearly always be some ASYMMETRY involved, since the 

grammatical repertory is smaller than the conceptual (cf. III.18, 25). In other 

terms: the problems on one level could be solved with the aid of more readily 

solvable or already solved pathways on another level. 

31. Another distinction between the two network types just discussed is the 

stretch of text that they represent. It seems most unlikely that people would 

build grammatical networks for any whole texts other than very short ones.18 

The standard procedure would more probably be to build grammatical 

networks only for a convenient span of text retainable in active storage while 

the conceptual network is being constructed; hence, only the conceptual 

network would be assembled for the entire text. The whole paragraph of our 

‘rocket’-sample would be easy to assemble into a coherent KNOWLEDGE 

SPACE a conceptual MACRO-STATE in which concepts are MICRO-STATES (cf. 

IV.6) because the ‘rocket’ concept itself underlies something in each stretch 

of text. Thus, the addition of ‘Empty, it weighed five tons’ and ‘For fuel, it 

carried eight tons of liquid oxygen’ would merely involve attaching more 

content viz. states, quantities, containment, substances, and so on to the 

already created ‘rocket’ node. Figures 7a and 7b show the knowledge space 

first with separate configurations for sentence-length stretches, and then as 

an integrated unit. 
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Of course, the pro-form ‘it’ is at once suppressed, since its content is 

derivative from the co-referent ‘rocket’. Possibly, no such ‘it’ node is ever set 

up in such a straightforward case; the new material is immediately connected 

to the proper node of the co-referent.19 In this manner, cohesion (e.g. pro-

forms) supports coherence. 

32. The integration of the underlying configuration of the next paragraph is 

more intricate: 

[4] [2. 1] Everything was ready. [2.2] Scientists and generals withdrew to some 

distance and crouched behind earth mounds. [2.3] Two red flares rose as a 

signal to fire the rocket. 

Here, there are no noticeable cohesive devices among the sentences. Nor 

is the underlying coherence at once obvious. A state of ‘readiness’ is 

mentioned, followed by two kinds of motion events (‘withdraw/crouch’, ‘rise’). 
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To bind things together, INFERENCING must be done (cf. 1.11). This operation 

involves supplying reasonable concepts and relations to fill in a GAP or 

DISCONTINUITY in a textual world. In contrast to SPREADING ACTIVATION (V. 12), 

which ensues without specific demand, inferencing is always directed toward 

solving a problem in the sense of III.17: bridging a space where a pathway 

might fail to reach.20 Reasonable inferences for our sample would be that the 

‘ready’state was the “reason” for the motions; that ‘everything’ subsumes 

whatever was needed to “enable” the ‘take-off’ of the ‘rocket’; and that the 

‘scientists’ and ‘generals’ were present in order to ‘observe’ the ‘rocket’.  

 

If we now add this second model space to the first, with inference nodes 

placed in square brackets, we obtain the pattern given in Figure 8. Again, the 

links have labels explained in the key and marked with directional arrows. 

33. Two possible objections should be noted here. First, it might be 

protested that the inferences we admitted are chosen arbitrarily. Yet, 

although our own intuition played some role in suggesting the inferences, 

they were heavily confirmed on empirical tests (discussed in IX.34), where 

readers reported them as part of what they had read. In one group of 72 

readers, for instance, no less than 24 recalled the scientists ‘observing’ the 

rocket. Such a result suggests that the distinction between concepts directly 

activated by text expressions and concepts supplied for evident 
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discontinuities may not be so clear-cut as we would like to suppose. Very 

few of the text-activated concepts fared as well in our tests as the inferred 

‘observe’. Perhaps it would be expedient to assign probability values to 

inference nodes and links, but, if so, this might well have to be done for the 

text-activated nodes and links also (cf. Beaugrande 1980b). 

34. The second objection might be that the inferences we admit are rather 

too few than otherwise. Text users could make many more: that the ‘fuel’ will 

burn, so that ‘scientists’ and ‘generals’ must seek shelter behind non-

flammable ‘earth mounds’; that a count-down must be going on here 

somewhere; that the rocket is involved in an experiment; that the rocket’s 

location will be updated to its peak altitude (cf. IX. 26); and so forth. Such 

materials might well be supplied via SPREADING ACTIVATION (V.12) without any 

particular searching. At present, it seems justified to distinguish between 

additions occasioned by problems (cf. Chamiak 1976) and those arising from 

a natural tendency to fill in situations or event sequences in general. Later 

on, we may hope to find out whether that distinction is psychologically 

plausible, i.e. whether text users have a uniform threshold for noticing and 

filling discontinuities and gaps. We may learn that large numbers of rather 

trivial inferences are being made but not reported, just as the text producer 

might have said a great deal more but saw no reason to do so. The question 

would then be: how similar are the textual worlds of the producer and that of 

the typical receiver? Do they, for instance, agree on what is or not worth 

mentioning? Are there major differences in the richness of their mental 

representations for text-world situations and events? Just now, these 

questions are far from answered; but accumulating results with the ‘rocket’-

text indicate that the uniformity of different people’s textual worlds is at best 

approximative though still reasonably reliable. 

35. The third paragraph surpasses the first in its use of cohesive devices, 

here: recurrence (‘flame’, ‘faster’, ‘yellow’), paraphrase (‘rose ... faster and 

faster’-’sped upward’), and pro-forms (‘it’): 
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[4] [3. 1] With a great roar and burst of flame the giant rocket rose slowly at 

first and then faster and faster. [3.2] Behind it trailed sixty feet of yellow 

flame. [3.3] Soon the flame looked like a yellow star. [3.4] In a few 

seconds, it was too high to be seen, [3. 5] but radar tracked it as it sped 

upward to 3, 000 mph. 

The placement of ‘it’ is not always very clear, for example in [3.4] and [3.5], 

where possible co-referents might be ‘flame’ 

or ‘star’. Still, the tendency would be to attach doubtful pro-forms to the topic 

node, which is of course ‘rocket’ (cf. V.38). 

36. The model space for this paragraph might look some-thing like Figure 

9. The ‘rising’ motion of  

 

the ‘rocket’ is the proximate cause of the ‘roar’ and ‘burst’ and has as 

quantities of motion ‘slowly’ and ‘faster and faster’ (these quantities being 

temporally proximate to each other). In locational proximity to the ‘rocket’, the 

‘flame’ with its attribute ‘yellow’ and quantities ‘sixty feet’ has the motion ‘trail’ 

and proximity of apperception (‘look like’) to a ‘star’. The ‘yellow’ attribute is 

inherited via analogy from ‘flame’ to ‘star’ (cf. V.17). In the quantity of time 

‘few seconds’, the ‘rocket’ is (state) at the location ‘high’ whose quantity ‘too’ 

is the cause that ‘seeing’ has the modality ‘not’ (inferred here). In opposition 
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to that lack of apperception, the ‘radar’ still apperceives (‘tracks’) the ‘rocket’ 

in temporal proximity to the latter’s ‘speeding’ with a location of motion 

‘upward’ and quantities of motion ‘3,000 mph’. If we now connect this whole 

model space to the previous configuration, merging the ‘rocket’ nodes and 

assuming that the ‘observers’ were those that could ‘not see’ the rocket at 

great heights, we obtain Figure 10. 
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37. The single sentence of the final paragraph is cohesive with the 

preceding text via recurrences (‘fired’, ‘speed’, ‘mph’, ‘saw’) and the pro-

form ‘it’ still co-referring with ‘rocket’. This ‘it’ occurs at considerable distance 

from ‘rocket’ (after three intervening sentences), but is again likely to be 

connected to the topic node as before (V.35). We can accordingly hook on 

this closing material by affixing the motions ‘return’ and ‘plunge’ along with 

their dependent quantities, locations, etc. to the original ‘rocket’ node, giving 

us the final text-world model in Figure 11.  
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Notice that we have to use arrows pointing to links this time to render 

quantities of time and location (‘a few minutes after’, ‘forty miles from’), 

because these concepts depend here on relations rather than on other 

concepts.21
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38. This network representation for the sense of an entire text may look 

unduly elaborate. Yet it offers a useful topography for studying such 

questions as density of linkage as a manifestation of topic, and typical 

operations in recall or summary as a matching of patterns. Moreover, it is 

probably far less elaborated than human receivers’ mental representations 

with inferencing, spreading activation, updating in short, the total outcome of 

applying prior knowledge of the world.22 To be truly comprehensive, we 

might have to include time parameters for what is true at any moment  

(e.g. after the location ‘in a New Mexico desert is no longer true until the 

‘plunge into earth’) and probabilities for a wealth of incidental inferences (cf. 

V.34). Soon, the model would be in danger of exploding into unmanageable 

diffuseness and complexity. It would be better to limit the text-world model to 

only those concepts directly activated by text expressions and to only those 

inferences without which any portion of the model would not be connected to 

the rest at all. We shall propose to include world-knowledge being matched 

against the textual world in a pattern called the WORLD-KNOWIEDGE 

CORREI.ATE; and global knowledge in general patterns such as a schema 

about ‘flight’ that attaches text entries (cf. IX.25-8). 

39. The world-knowledge correlate for our sample might look something 

like Figure 12, if we try to keep the same basic proportions for those 

elements also shown in Fig.11. Other elements are in square brackets: this 

material would be supplied by spreading activation or, if discontinuities were 

apperceived, by inferencing. We undertake as a suggestion at least to 

distinguish DEFINITE from TYPICAL linkage with the operators proposed in V. 

28.23 For example, ‘burning’ must have ‘fuel’ and cause ‘heat’. A ‘signal’ 

must be ‘noticeable’ if it is to be ‘observed’. ‘Seconds’ are parts of ‘minutes’ 

by definition. In contrast, most links are merely typical: the ‘isolated’ ‘site’ for 

‘take-off’ located in a ‘desert’ of ‘New Mexico’; the ‘explore’ activities of 

‘scientists’ and the ‘attack’ activities of ‘generals’ via the instrument ‘rocket’; 

the locations, substances, and attributes of ‘shelter’ required for ‘danger’; the 

purposes and attributes of ‘flares’ and ‘signals’; and so forth, as shown in the 
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diagram. Though fuzzy (V.5), the distinction between determinate and 

typical knowledge does appear useful. We also include recurrences in the 

sense of V.26(hh), rather than putting them in a separate graph. However, 

the global world-knowledge belonging to the notion of ‘flight’ as the overall 

framework for our text will be reserved for treatment under the notion of 

“schema” in IX.25-8.40. We have presented our text-world model without 

clarifying the notion of REFERENCE, despite the prominence of 
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that notion in many philosophical theories of meaning.24 In older semantics, it 

was hoped that meaning could be explained in terms of the “conditions” 

under which statements (misleadingly called “sentences”) are “true”. Thus, to 

know what something means is to know how to “verify” its “truth”. This 

viewpoint, sometimes called “verificationism”,25 has unpleasant implications: 

for one thing, it is obviously wrong that people cannot understand a 

statement unless they can tell whether it is true; for another, people have no 

such immediate access to the “truth” as is being implied here. In the line of 

enquiry we are pursuing, however, the text-world is constructed from 

cognitive content (“knowledge”)26 collated against one’s beliefs about the 

“real world” in a complex and often approximative manner. Hence, rather 

than saying that “words refer to objects” or the like, we prefer to say that 

“expressions activate knowledge”. The act of referring is then an intricate 

process of pattern-matching, during which text users may decide that a 

text-world failing to match at a given threshold is FICTIONAL. There are 

numerous contingent factors that can influence this act of referring: type and 

purpose of text; importance of the text and its implications for one’s situation; 

the believability of the text producer as encountered in past experience; and 

the topic materials in the textual world. Empirical research on these matters 

is still rare. 

41. This chapter has been concerned with the means for exploring and 

representing coherence as the outcome of actualising meanings in order to 

make “sense”. To investigate human activities with texts, we should treat 

meaning and sense in terms of procedures for utilizing knowledge in a wide 

range of tasks. In that outlook, issues like these emerge: continuity (V.2), 

activation (V.4, 10), strength of linkage (V.5), spreading activation (V.12), 

episodic vs. semantic memory (V.13), economy (V.15), use of global 

patterns (V.16), inheritance (V.17f.), and compatibility between language in 

texts and apperception or cognition at large (V.20). Whereas the meanings 

of expressions or the content of concepts are highly disputable in isolation, 

their occurrence within a textual world where processing must be performed 
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should be reasonably stabilizing and delimiting. We presented a mode for 

observing the construction of a text-world model for a sample, hoping to 

suggest and illustrate at least a few major factors worth pursuing (V.23-40). 

We pointed out some cases where prior knowledge affects text processing in 

this manner (for more discussion, cf. IX.31ff) 

42. The study of coherence along such lines does not, of course, promise 

to be simple. But it is quite conceivable that the questions traditionally posed 

and disputed regarding meaning and sense are otherwise quite 

unanswerable. Certainly, dogmatic insistence upon extreme views, typical of 

so many discussions among philosophers and psychologists in the past, 

should yield to a flexible, realistic modelling of the diverse but systematic 

strategies people actually apply when using texts in everyday life. 

  

Notes 

1 We use the term “knowledge” throughout to designate cognitive content 

of all kinds, as opposed to “meaning” and “sense” of expressions (cf. 

discussion in V.1f). Failure to make such a distinction leads to blurring 

the fact that knowledge must be selected and processed before it can be 

expressed and communicated. 

2 The term “chunk” goes back to Miler (1956): a knowledge configuration 

processed as a unified block (cf. V.10). 

Bock (1979) points out that psycholinguistic theories have all too often 

made little use of memory research. 

3 Cf. Rosch (1973); Kintsch (1977a: 292ff.). One important use of “fuzzy 

set theory” has been the treatment of fuzzy concepts (cf. Zadeh 1972, 

1975, 1979; Eikmeyer & Rieser 1979). 

4 Smith, Shoben & Rips (1974) use the notions of “defining” and 

“characteristic features” similar to our notions here, though they insist 

that their model be based on set theory rather than on networks (see 

refutation in Holland 1975). Rosch & Mervis (1975) argue instead in 
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favour of “family resemblances”, because “defining features” are often 

hard to discover (cf. V.18 and note 23 to this chapter). 

5 The untenability of the initial proposals of Katz & Fodor (1963) has been 

repeatedly demonstrated (cf. Bolinger 1965; Hörmann 1976). We 

suspect that the whole undertaking of stipulating the units themselves 

may be misguided and hopeless; we can at best stipulate unit types, e.g. 

“attributes”. See X.5 for some wider implications. 

6 The terms “features” and “markers” were used by Katz & Fodor (1963); 

primitives” by Wilks (1977a); “semes” in Greimas (1966); and “sememes” 

in Koch (1971). See the general survey in le Ny (1979). 

7 Concerning some disadvantageous senses of the term, cf. Schank 

(1975); Kintsch (1979b). The term “conceptual memory” might be more 

useful (cf. Rieger 1975; Beaugrande 1980a). 

8 Cf. VI.11-20; V.38; IX.25-.8 

9 bA “cclass” is a group of entities sharing some characteristic, whereas a 

“set” is simply defined by the members it has. Set theory has been 

proclaimed as a foundation for the study of meaning (e.g. by Smith et al. 

1974), but perhaps it only passes over rather than settles the real 

question: what classificatory procedures are used to form sets in the first 

place? 

10 Cf. McCall & Crabbs (1961); Miller & Coleman (1967); Aquino (1969); 

Kintsch & Vipond (1979); Beaugrande (1979f, 1980a, b). For a new 

treatment in terms of computational logic, cf. Simmons & Chester (1979); 

Beaugrande (1981b). 

11 It can easily be seen that “situations” subsume “objects”, and “events” 

subsume “actions;” we therefore usually speak of “situations and events” 

as a cover-all designation of primary concepts and their organization. 

12 Though “perception” is more usual in the literature, “apperception” 

stresses the common case of applying prior knowledge to what we 

experience. 
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13 It might well be expedient to subdivide this category into “numericals” 

and “measurements” in future research. 

14 In most cases, there is no special need to draw in “co-reference” and 

“recurrence” in text-world models, since the nodes in question are 

usually merged anyway. But it may prove useful to mark these relations 

when exploring such factors as the effects of repetition and variation 

within surface texts upon processing and recall. See note 19 to this 

chapter. 

15 The notion of “case” originated in languages (e.g. Latin) which mark the 

role of nouns in phrase structures via surface formatting. Often, there 

were no unified conceptual criteria for all the uses of a single 

grammatical case. Fillmore’s early notion was that, in a language such 

as English, “cases” are “underlying” features of nouns in sentences. On 

Fillmore’s new outlook, see Fillmore (1977). 

16 In general, linguists’ typologies have fewer categories than ours (e.g. 

Fillmore 1968; Chafe 1970; Longacre 1976), while those in artifidal 

intelligence have more (e.g. Wilks 1977a). 

17 We use the symbol “†” for “termination” to prevent confusion with “τ” for 

“typical”. 

18 See note 14 to Chapter IV. 

19 We do not merge the two occurrences of ‘tons’, though it may turn out 

that we would be justified in doing so (compare note 14 to this chapter). 

20 In terms of problem-solving procedures, spreading activation would be 

oriented more toward breadth-first search and inferencing more toward 

means-end analysis (cf. III.17). 

21 We use two labels for the relation of ‘pilot’ to ‘plane’: the ‘pilot’ is in 

“containment of” the ‘plane’and also the “agent” acting on the ‘plane’ as 

“affected entity”. We could dodge the issue with a simple “relation-of’ link 

called “pilot-of”, but that doesn’t really settle anything. 

22 We review some material added by receivers in IX.31ff. 
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23 To see whether a recipient group could agree on this matter, 

Beaugrande conducted a test in which receivers of the ‘rocket’-text were 

asked, six weeks after the original presentation, to select one of a set of 

choices in statements like: “Rockets must/should/don’t need to burn fuel 

when they fly”; “Rockets are always/often/seldom used to attack military 

targets”. As was expected, agreement was consistent, but by no means 

unanimous. Only these two statements elicited unanimous agreement: 

“Without fuel, a rocket can’t fly”; and “Launching sites usually are located 

on the earth”. Many replies showed that the group (all university 

freshmen) are poorly informed about aviation and rocketry (e.g. thinking 

that ‘alcohol’ is a “worthless fuel”). Such results should render us 

mistrustful of studies in which receivers are all presumed to be as 

knowledgeable as a “lexicon”. 

24 Cf. note i 8 to Chapter IV. 

25 For a discussion of this now discredited viewpoint, cf. Johnson-Laird 

(1978). 

26 See note 1 to this chapter. 

   

Chapter VI 

 VI. Intentionality and acceptability 

 1. The cohesion of surface texts and the underlying coherence of textual 

worlds are the most obvious standards of textuality. They indicate how the 

component elements of the text fit together and make sense. Even so, they 

cannot provide absolute borderlines between texts and non-texts in real 

communication. People can and do use texts which, for various motives, 

do not seem fully cohesive and coherent. We should therefore include the 

attitudes of text users among the standards of textuality. A language 

configuration must be intended to be a text and accepted as such in order 
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to be utilized in communicative interaction.1 These attitudes involve some 

tolerance toward disturbances of cohesion or coherence, as long as the 

purposeful nature of the communication is upheld (cf. I.13f). The 

production and reception of texts function as discourse actions relevant 

to some plan or goal (cf. VI.11). 

2. In I.13, we introduced the notion of INTENTIONALITY to subsume the 

intentions of text producers. In the most immediate sense of the term, the 

producer INTENDS the language configuration under production to be a 

cohesive and coherent text. Some situations may place such limits on time 

and processing resources that this intention is not fully realized by the 

presentation. For example, cohesion is lacking on occasion in conversation 

(documented in Coulthard 1977: 53, 108, 89, 88-g): 

[85] But that was then you went to Fred’s. 

[86] Do you—what are you laughing at? 

[87] You want to hear my—eh—my sister told me a story last night. 

[88] When I say I want to be something, it’s not just that I want to be this, 

it’s just I—I—I just that’s the only thing I tell people that I want to be an 

artist. 

The inconsistent surface structures above (whose use would be called 

“anacoluthon” in classical rhetoric) signal the influence of such situational 

factors as the following. In [85], the speaker shifts the plan for the 

utterance in trying to reconstruct a still unclear event. In [86], the speaker 

abandons an utterance just begun and reacts to a disturbance from 

another participant. In [87], the speaker originally intends to offer ‘my 

sister’s story’ and then decides that the ‘story’ should first be introduced as 

a recent and presumably newsworthy event. In [88], the text producer 

apparently feels some hesitation in expressing his true desires for a career. 

Such discontinuities and shifts are usually tolerated when they do not 

disturb communication, especially if their causes are readily apparent. 
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3. The same point can be made regarding reduced coherence. Text 

producers may become confused and inconsistent if the situation is in 

some way disorienting: 

[89] “Well, sir, “ said the constable, “he’s the man we were in search of, 

that’s true; and yet he’s not the man we were in search of. For the man 

we were in search of was not the man we wanted, sir, if you understand 

my everyday way.” (Hardy 1977: 30) 

This illogical series of assertions arose from a case of mistaken identity. 

On occasion, a text producer may deliberately impair coherence for special 

effect. When Sherlock Holmes is pretending to be deliriously ill, his plan 

calls for deceiving Watson by appearing incoherent: 

[90] You will convey the very impression which is in your own mind a 

dying man a dying and delirious man. Indeed, I cannot think why the 

whole bed of the ocean is not one solid mass of oysters, so prolific the 

creatures seem. Ah, I am wandering! (Conan Doyle 1967: 444) 

Of course, Holmes is careful to maintain the intended topic in spite of the 

picturesque ramblings about ‘oysters’, so that the superior goal of his long-

range plan is upheld. This kind of intentionality attaining goals through 

deception is not widely dealt with in philosophical discussions. 

4. The interdependence of cohesion and coherence with intentionality 

can lead to complicated situations. For example, text producers may wish 

to conceal some knowledge and, along the way, they may betray 

themselves with disturbances of coherence: 

[91] “I see that the big one was the deaf and dumb Spaniard ... and the 

Spaniard swore he’d spoil her looks just as I told you and your two “ 

“What? The deaf and dumb man said all that!” Huck had made another 

terrible mistake! (Twain 1922: 242f.) 

This kind of situation should be distinguished from the kind where 

coherence is intended but not accepted, because the knowledge and roles 

of participants are too diverse. Mark Twain (1913: 45ff ) provides an 
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extreme illustration where a miner-gambler is negotiating with a 

clergyman:2 

[92] “Are you the duck that runs the gospel-mill next door?” 

 “Am I the pardon me, I believe I do not understand?” 

“You are the head clerk of the doxology works next door.” 

“I am the shepherd in charge of the flock whose fold is next door.” 

“The which?” 

“The spiritual advisor of the little company whose sanctuary adjoins these 

premises.” 

Scotty scratched his head, reflected a moment, and then said: “You 

ruther hold over me, pard. I reckon I can’t call that hand. Ante and pass the 

buck.” 

“How? I beg pardon. What did I understand you to say?” 

Each uttered text is intended to be coherent by itself, but the discourse is 

non-communicative much of the time and neither participant can discover 

the coherence of the other’s texts. 

5. Twain’s discourses here are of course playful exaggerations, and we 

must bear in mind that they form part of larger texts whose coherence is 

beyond dispute. Still, they illustrate typical regulatory actions that follow 

upon breaks in coherence as a continuity of sense (cf. III.14). In [91], the 

other participant uses a high-key recurrence combined with pro-forms to 

call attention to the disturbance (cf. IV.58). In [92], both participants signal 

lack of comprehension (the miner’s signals being themselves obscurely 

expressed in gambling terminology), while the original question remains 

unanswered. In Chapter IX, we describe some types of SITUATION 

MONITORING where texts themselves are monitored for various motives (cf. 

IX.15ff.). In the wider perspective of INTERTEXTUALITY developed in that 

chapter, we would grant that cohesion and coherence of a single text may 

be derivative from that of another text in the same discourse. Hence, cases 

like [91] and [92] can be eventually resolved in the framework of the entire 

discourses in which they are located. 



 132 

6. In a wider sense of the term, intentionality designates all the ways in 

which text producers utilize texts to pursue and fulfil their intentions. An 

extensive body of research has been devoted to intentions in various 

disciplines, e.g. sociology (cf. Heider 1958), psychology (cf. C. Schmidt 

1976; Schiesinger 1977), philosophy (cf. Austin 1962; Searle 1969), and 

artificial intelligence (cf. Bruce 1975, 1977; Schank & Abelson 1977; Cohen 

1978; McCalla 1978; Allen 1979). The function of texts is seen somewhat 

differently in these several fields. Sociologists would explore the use of 

texts in “speech exchange systems” where participants interact and allot 

speaking turns (Sacks, Schegloff & Jefferson 1974). Psychologists would 

emphasize the text producer’s intention “to guide the consciousness of the 

hearer” (Jörg & Hormann 1978: 447; cf. Hörmann 1976). Philosophers 

have argued that a text producer who “means something” by a text 

“intends the utterance” of the text “to produce some effect in an audience 

by means of the recognition of this intention” (Grice 1971: 58). Artificial 

intelligence researchers are concerned with people’s plans and goals in 

order “to better analyse the meanings of words whose subtlety lies in their 

intentions rather than in their physical manifestations” (Schank & Abelson 

1977: 129). 

7. Linguistics has been most profoundly affected by the philosophical 

approach, labouring over the question of how intentions are in fact 

correlated with the format and sense of utterances. Searle (1969: 43 ff.) 

proposes that Grice’s account of intention and meaning be amended3 

because it fails to respect the significant influence of conventions and 

intended effects. Searic builds upon Austin’s (1962) work to develop the 

notion of “speech acts”, i.e. actions which the utterance of a text 

intentionally or conventionally performs. He distinguishes: (a) utterance 

acts as the simple uttering of words or sentences; (b) prepositional acts as 

the use of content and reference; (c) illocutionary acts as conventional 

activities accomplished by discourse, e.g. promising, threatening, etc.; and 

(d) perlocutionary acts as the achieving of effects on text receivers, e.g. 
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alarming or convincing them (Searle 1969:23ff.). He undertakes to state 

the conventions which apply to the illocutionary acts. For example, 

promising entails stating your future action which the text receiver desires 

and which you would not do otherwise in the normal course of things; to be 

“sincere”, you must really intend to do the action and to place yourself 

under the obligation to do it (Searle 1969: 57ff.) 

8. Though speech-act theory has made impressive contributions to the 

study of PRAGMATICS in the sense of III.1, it has some inherent limitations. 

There is a vast difference between relatively well-defined acts such as 

“promising” or “threatening” and extremely diffuse acts such as “stating”, 

“asserting”, “describing”, or “questioning”; yet all of these are grouped 

together as “illocutionary acts” (Searle 1969: 23). There is no obvious way 

to set down the conditions and intentions which must be given in order to 

“state” or “describe” according to criteria as exact as those provided for the 

action of “promising”. If someone says: 

[93] I promise. 

[94] I apologize. 

the action is transparent enough, because the uttering is itself the action. 

The verbs for such actions are often called PERFORMATIVES, and their use is 

common in legal and parliamentary transactions: 

[95] I hereby adjourn the meeting. 

[96] I now pronounce you man and wife. 

Everyday communication is far more diversified and far less transparent. 

Many commonplace intentions are hardly ever made explicit. People are 

not likely to say things of this kind: 

[97] I hereby try to get you to comply with my plan. 

[98] I hereby try to persuade you to adopt the viewpoint most useful to 

me. 

Yet these are some of the most frequent intentions of discourse 

participants. Speech act theory is therefore rather incomplete in its usual 



 134 

framework, and it fails to appreciate the interaction of conventions with 

current context (Cohen 1978: 26). 

9. A more general approach has been worked out by Paul Grice (1975, 

1978).4 He offers a set of “maxims” that the producers of texts normally 

follow in conversation. The “maxims” are merely strategies and precepts, 

not “rules” as envisioned by Searle. We illustrate below the maxims as 

quoted from Grice (1975: 45ff ). 

9.1 The principle of CO-OPERATION is stated as “make your 

conversational contribution such as is required, at the state at which it 

occurs, by the accepted purpose or direction of the talk exchange in which 

you are engaged”. Co-operadon would be clearly demanded in situations 

where someone is in need of advice or assistance. The following dialogue 

shows violations of the maxim (Carrofl 1960: 80f.): 

[99] “How am I to get in?” she repeated aloud. “I shall sit here, “ the 

Footman remarked, “till to-morrow or the next day, maybe. “ “How am I 

to get in?” asked Alice again in a louder tone. “Are you to get in at all?” 

said the Footman. “That’s the first question, you know ... I shall sit here, 

“ he said, “on and off, for days and days.” “But what am I to do?” said 

Alice. “Anything you like, “ said the Footman, and began whistling. 

Here, Ahce’s intentions are blocked by the Footman’s refusal to accept her 

plan of ‘getting in’; instead he muses over his own rather goalless plans. 

9.2 The maxim of QUANTITY is given as “Make your contribution as 

informative as (but not more informative than) is required.” Being 

“informative” would, we presume, involve giving someone new or 

unpredictable knowledge when occasion arises. In the following excerpt 

from a play (Shaffer 1976: 2if.), Alan refuses to be informative, first relying 

on silence and then singing a commercial to Dysart, a psychiatrist: 

[100] DYSART: So: did you have a good journey? I hope they gave you 

lunch at least. Not that there’s much to choose between a British Rail 

meal and one here. [ALAN stands staring at him.] Won’t you sit down? 
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[Pause. He does not. And you’re seventeen. Is that right? Seventeen? 

... Well? 

ALAN [singing low]: Double your pleasure, double your fun with 

Doublemint, Doublemint, Doublemint Gum. 

Such discourse is naturally effective as a representation of communicating 

with a mentally disturbed participant. 

9.3 The maxim of QUALITY is concerned with truthfulness: “Do not say 

what you believe to be false, or that for which you lack adequate 

evidence.” This standard is more rigorously applied to sdentific texts (cf. 

IX.10) than to conversation, but even in the latter, it is generally regarded 

as a social obligation. Disregard for truthfulness may be motivated by the 

intention of concealing one’s own actions, as is often Tom Sawyer’s 

situation: 

[101] “What were you doing in there?” “Nothing.” “Nothing! Look at your 

hands. And look at your mouth! What is that truck?” “I don’t know, aunt.” 

“Well, I know. It’s jam that’s what it is. Forty times I’ve said if you didn’t 

let that jam alone I’d skin you.” (Twain 1922: 2) 

9.4 The maxim of RELATION is simply “be relevant”. Relevance could 

have at least two aspects: (a) what kinds of knowledge are related to a 

given topic; or (b) what kinds of knowledge would be useful in attaining 

some goal. In Alice’s dialogue with the Footman [99], both aspects are 

violated by the latter’s utterances. In Holmes’s speech to Watson [90], the 

remarks on ‘oysters’ are irrelevant to the topic about which Watson is being 

instructed, but highly relevant to Holmes’s goal of appearing delirious. Still 

another case would be intentional irrelevance to divert a discourse in an 

unplanned direction, as in this exchange overheard on the University of 

Florida campus: 

[102] BIBLE EVANGELIST: it’s a fearful thing to meet with God the King! 

         STUDENT: Like when Godzilla meets King Kong? 

The student seized upon surface similarities of unrelated expressions to 

steer the discourse toward an old movie recounting the battle of two 
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popular imaginary monsters.5 The student perhaps considered the 

evangelist’s remark, shouted in a park to nobody in particular, a violation of 

relevance in itself. Discourse participants do after all have a right to 

relevance, e.g. as an aid in reducing possible misunderstandings and non-

determinacies. Tom Magner (personal communication to W.D.) adduces a 

passage from a letter received by the public health officials in Pittsburgh: 

[103] I cannot collect my sick pay. I have six children. Can you tell me why? 

The text producer is probably not asking for an explanation of why so many 

children are in the family, since that question would not be relevant for an 

inquiry to public health officials (and coming just a wee bit  too late 

anyway). 

9.5 The maxim of MANNER includes several ways to arrange and deliver 

texts. “Be perspicuous” has been restated as “be such that the intentions 

you have for what you say are plainly served” (Grice, personal 

communication to RdB). This restatement looks back to Grice’s original 

account of intentional meaning (cited in VI.6), adding a stipulation of clarity 

(cf. II.6). The same objections could be raised again, e.g. that intentions 

cannot override all convention; and it might be expedient to conceal them 

(cf. samples [90], [91], [97], [98], and [101] above, and [109] and [139] 

below). 

9.6 The maxim of manner includes another injunction, namely to “avoid 

obscurity of expression”. Here, the potential obstacle to communication lies 

in the phase of mapping already selected and organized content onto 

surface expression (cf. III.23), rather than in making the selection itself. We 

noted in example [92] that the intention to convey knowledge and attain a 

goal (finding a parson for a funeral) was continually put out of effect by a 

mutual obscurity of expressions. However, a text producer might have 

motives for obscurity, such as the attempt to appear learned. Such is the 

striving of the schoolmaster Holofernes, who describes the speaking style 

of another person (Don Armado) in that very style (Love’s Labour’s Lost V i 

17f.): 
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[104] He draweth out the thread of his verbosity finer than the staple of his 

argument. I abhor such fanatical phantasims, such insociable and point-

devise companions; such rackers of orthography. 

Another motivation would be the advantages which obscurity can create in 

preventing a distribution of knowledge. The obscurity of expression in tax 

laws is apparently a big money saver for governments: 

[105] According to Hubert Möckershoff, president of the Federal Tax 

Council, the approximately 90 laws and 100 regulations for taxes are 

often so complicated and incomprehensible that taxpayers certainly 

cannot recognize all the benefits for which they are eligible. (Neue 

Wesfälische Zeitung 8 May 1979) 

9.7 A third part of the maxim of manner is “avoid ambiguity”. Although 

many natural language expressions could have different senses under 

different conditions, ambiguity obtains only when it cannot be decided 

which sense is actually intended (V.1). If multiple senses are in fact 

intended, we would use the term “polyvalence” (V.1). While the processing 

of polyvalence is no doubt arduous, ambiguity has the additional 

annoyance of expending effort on materials neither intended nor useful. 

Consequently, participants hasten to eliminate ambiguity by regulative 

action, usually by paraphrasing the content into a non-ambiguous format. 

In this exchange between a railway official and a customer (Allen 1979: 3): 

[106] CUSTOMER: When is the Windsor train? 

         OFFICIAL: To Windsor? 

         CUSTOMER: Yes. 

        OFFICIAL: 3:15. 

the customer’s opening question is irresolvably ambiguous, since in this 

situation, intentions to find out about trains either going to or coming from 

Windsor would be equally reasonable. The official at once reformulates the 

troublesome part of the question into a determinate format. Under normal 

conditions, participants would be motivated to remove occurring 
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ambiguities as efficiently as possible. To insist on ambiguities would be to 

discourage communication. 

9. 8 The fourth part of the maxim of manner is “be brief”. While the 

maxim of quantity concerns how much you say, brevity concerns how 

much you take to say it (Grice, personal communication to RdB). 

Constable Dogberry’s speech quoted in IV.19 demonstrates the violation of 

brevity: five more restatements of the fact that the prisoners have 

‘committed false report’. Not surprisingly, communication breaks down over 

this violation: 

[107] PEDRO: This learned constable is too cunning to be understood. 

(Much Ado about Nothing V i 234) 

All the same, Dogberry was intending to be communicative; he was 

simply attempting to imitate legal language (cf. IV.19). 

9.9 The final part of the maxim of manner is “be orderly”, i.e. “present 

your materials in the order in which they are required” (Grice, personal 

communication to RdB). Obvious illustrations would be the NORMAL 

ORDERING STRATEGIES for mentioning events and situations, e.g. in the time 

sequence in which things happen (cf. VII.1 8. 2). When test persons were 

given a passage running: 

[108a] The rocket rose faster and faster after starting slowly. 

40 per cent recalled the passage in the normal time sequence: 

[108b] The rocket rose slowly and then faster and faster. 

The favouring of normal ordering strategies seems to reflect the extent to 

which they make processing and storage easier: the mind does not have to 

strain itself by searching for an unconventional organizational mode. 

9.10 Grice’s concern regarding these maxims is particularly devoted to 

an account of CONVERSATIONAL IMPLICATURES, i.e. the knowledge conveyed 

when people “imply, suggest, mean, etc.” something distinct from what 

they “say” (Grice 1975: 43). As long as participants are complying with the 

principle of co-operation and with the maxims of quantity, quality, relation, 
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and manner, one can decide fairly easily what they intend to convey via a 

given contribution to conversation. When participants “unostentatiously 

violate” or “blatantly flout” a maxim, or simply “opt out of” it, conversational 

implicatures are likely to arise especially in the case of “flouting” (Grice 

1975: 49). In sample [99], the uncooperative Footman’s contributions lead 

Alice to conclude that he is “perfectly idiotic” (Carroll 1960: 82). In [100], 

Alan conveys the implicature that he has no intention of giving any insights 

about himself, not even the most trivial. In [101], Tom’s utterances imply 

that he has in fact been doing something forbidden. In [102], the student is 

implying that the Evangelist is dealing with ideas as foolish and 

unsubstantial as sensationalist movie monsters. Grice (1975: 51ff.) 

provides a range of further examples, but the conclusion should be clear: 

conversational participants will infer unexpressed content rather than 

abandon their assumption that discourse is intended to be coherent, 

informative, relevant, and cooperative. 

10. Grice’s maxims undeniably cover a much wider range than the 

typologies of well-defined “speech acts” from Austin and Searle. By 

following the maxims, text producers are not committing themselves to 

performing special actions under conventionally established conditions; 

they are merely trying to communicate with a minimum of needless effort 

and disturbances. The application of the maxims would be a case of 

PROCEDURAL ATTACHMENT: the current materials of the discourse would be 

managed according to general procedures (cf. III.1 g). As we have seen, 

however, producers’ intentions may lead them to violate the maxims when 

it seems expedient a factor suggesting that the “sincerity” criteria of speech 

act theory are not a satisfactory account for discourse actions. 

11. There is still an uncharted area between Grice’s “maxims” and 

Searle’s “speech acts”. Grice suggested that people can pursue 

unexpressed goals via conversational implicatures, i.e., saying something 

which implies a belief or request. But this notion is still vague and fails to 

reflect the full importance of discourse goals. We could explore the 
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correlation of actions with texts in a more direct and operational way. We 

could begin with von Wright’s (1967) definition of an ACTION as an 

intentional act which changes a situation in a way that would not have 

happened otherwise (cf. V.25). The DISCOURSE ACTION would then be 

described in terms of the changes it effects upon the situation and the 

various states of participants: knowledge state, social state, emotional 

state, and so on. Among all the changes occurring through a single 

discourse, the focus of each participant would be on those states which are 

instrumental to his or her PLAN toward a GOAL. Thus, the states would be 

processed via PLAN ATTACHMENT (fitting actions into a planned sequence of 

states) (cf. III.20; VI.20). 

12. In the outworn creed of behaviourism (e.g. Watson 1930), the 

human organism figures as a mechanism continually “responding” to the 

“stimuli” of its environment. Theories of language (Skinner 1957) and 

meaning (Quine 1960) were set forth in these terms. One of the many 

human capacities ignored or even abrogated by this approach is PLANNING: 

the ability to envision alternative future states and to work toward a 

particular desired one.6 Of course, human planners are not all-knowing or 

all-powerful, and hence one must also notice and react to environmental 

conditions. Yet even then, the “stimuli” beingencountered are often 

understood in terms of their implications for one's plans. 

13. The human mind is presumably endowed with what might be called 

a THRESHOLD OF PLAN ACTIVATION. This threshold would be the degree of 

awareness of possible future states that is required to start developing a 

plan. When a desired future state appears uncertain enough that its 

attainment might well fail, the planner has a PROBLEM In the sense of III.17. 

Hence, planning is an elaborated, comprehensive type of problem-

solving applied to advancing the planner's own state toward a goal in an 

evolving situation. The plan might begin at the CURRENT STATE (the moment 

of making the plan) or at an INITIAL STATE where the plan will start running 
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later on. As a DEFAULT, we could assume that the GOAL STATE should be 

DESIRABLE from the planner’s standpoint (cf. Beaugrande 1979a, 1980d). 

14. The amount and intensity of planning would vary according to 

several factors: (a) the probability or improbability of attaining the goal; (b) 

the presence or absence of stabilized social conventions for attaining the 

goal; (c) the possible interference of counter-planners (other agents whose 

goals conflict with one's own); and (d) the required range of planning, i.e. 

short-term vs. long-term (the number of steps needed to carry out the 

plan). Frequently occurring human problems, e.g. hunger, are handled via 

conventionalized plans where one needs merely to step into a ROLE (a 

framework of typical, expected actions and attributes) within a well-defined 

situation. Schank and Abelson (1977) employ the designation SCRIPT for 

these conventionalized plans (cf. V. i6). Their famous “restaurant script” 

has roles for customer, waiter, cook, and cashier. Anyone able to pay can 

solve the hunger problem by stepping into the customer role, and no 

special planning is needed henceforth, beyond such matters as selecting 

one dish from among alternatives (any meal would satisfy the main goal). 

15. Robert Wilensky (1978a, b) points out that the majority of human 

situations are not well scripted. He suggests rather that people have 

flexible, powerful strategies for planning and for recovering other people’s 

plans through their actions. Although Wilensky’s work, like that of Schank 

and Abelson, is mostly concerned with the reception and processing of 

texts about actions (i.e. actions in textual worlds), we submit that it can be 

relevant also for the intentionality of text production. The DISCOURSE 

ACTION, which changes a situation (V1.11), would be plan-directed 

whenever the text producer is trying to steer the situation toward some 

goal. The term SITUATION MANAGEMENT can designate this activity, while the 

simple reaction to a situation by describing or narrating the available 

evidence would be SITUATION MONITORING (cf. VIII.1ff. for further 

discussion). 
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16. Since discourse is definable as a situation or event sequence in 

which various participants present texts as discourse actions, we can 

consider communication through discourse as an instance of INTERACTIVE 

PLANNING, (cf. Bruce & Newman 1978). For example, your plan might 

require inducing beliefs in others such that they will be helpful in bringing 

about your goal. This plan would be problematic if those beliefs were 

contrary to available evidence, or not based on evidence at all. We shall 

look at such a case, namely where Rachael, a spinster aunt, is engaged in 

discourse with a gentleman she regards as a prospective lover or husband. 

Her problem is that he might be more drawn to her attractive young nieces 

if he considered the available evidence. Her solution to this problem is 

striking (Dickens 1836-37: 54f.): 

[109] [1] “Do you think my nieces pretty?” whispered their affectionate 

aunt to Mr. Tupman. 

[2] “I should, if their aunt wasn’t here, “ replied the ready Pickwickian, 

with a passionate glance. 

[3] “Oh, you naughty man! But really, if their complexions were a little 

little better, don’t you think they would be nice-looking girls—by 

candle-light?” 

[4] “Yes, I think they would, “ said Mr. Tupman, with an air of 

indifference. 

[5] “Oh, you quiz—I know what you were going to say.” 

[6] “What?” inquired Mr. Tumpan, who had not precisely made up his 

mind to say anything at all. 

[7] “You were going to say, that Isabel stoops—I know you were—

you men are such observers. Well, so she does; it can’t be denied; 

and certainly, if there is one thing more than another that makes a 

girl look ugly, it is stooping. I often tell her, that when she gets a 

little older, she’ll be quite frightful. Well, you are a quiz!” 

[8] Mr. Tupman had no objection to earning the reputation at so 

cheap a rate: so he looked very knowing, and smiled mysteriously. 
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[9] “What a sarcastic smile, “ said the admiring Rachael: “I declare 

I’m quite afraid of you.” 

[10]“Afraid of me!” 

[11] “Oh, you can’t disguise anything from me I know what that smile 

means, very well.” 

[12] “What?” said Mr. Tupman, who had not the slightest notion 

himself. 

[13] “You mean,” said the amiable aunt, sinking her voice still lower 

“You mean, that you don’t think Isabella’s stooping is as bad as 

Emily’s boldness. Well, she is bold! You cannot think how wretched 

it makes me sometimes. I’m sure I cry about it for hours together—

my dear brother is so good, and so unsuspicious, that he never 

sees it; if he did, I’m quite certain it would break his heart. I wish I 

could think it was only manner—I hope it may be” (here the 

affectionate relative heaved a deep sigh, and shook her head 

despondingly.) 

17. The first discourse action [109.1] is a simple ASK (cf. VIII.10): the 

aunt seems to be merely inquiring how Mr Tupman is MONITORING the 

situation. Her ‘whispered’ intonation, however, indicates that she is hoping 

for an answer that the nieces themselves would be dismayed to hear. Mr 

Tupman’s reply [109.2] shows that he is in principle inclined to be 

cooperative and support her overall goal of amorous pursuit, but it is 

disquieting all the same as an admission that he is indeed comparing the 

nieces to the aunt. He even suggests that there is evidence for ‘thinking’ 

them ‘pretty’. Alarmed, the aunt at once adduces a piece of unfavourable 

evidence: poor ‘complexions’ that, even if improved, would still be ‘nice-

looking’ only under the attenuating illumination of ‘candles’ [109.3]. Her 

criticism is disguised as a defence, as an attempt to minimize a defect 

rather than call attention to it—a case of plan concealment. Mr Tupman’s 

response [109.4] is again only partially co-operative: he displays 

‘indifference’ toward the nieces, but his answer is still an unrestricted ‘yes’. 
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Perhaps Mr Tupman feels committed to the objective evidence in a manner 

that might warm the otherwise dispassionate heart of a Behaviourist. 

18. In VIII.19 we suggest a strategy of discourse action bearing upon 

how situations are monitored. According to this strategy, if a monitoring is 

rejected or disapproved of, it could be replaced with a less MEDIATED 

version, i.e. a version based more directly on the available evidence. But 

in sample [109], we have just the reverse: Mr Tupman’s reply [109.4] is not 

mediated enough, not sufficiently removed from the evidence to suit the 

aunt. She therefore implements a series of actions designed to replace his 

unmediated monitorings with versions mediated toward her plan. The first 

step is to reject [109.4] as not being ‘what he was going to say’; at the 

same time, she offers a flattering monitoring of his apperceptive and 

cognitive abilities by calling him a ‘quiz’ [109.5]. In fact, she ascribes to him 

a planned discourse action which, as [109.6] makes plain, he had no set 

intention of performing. Since he therefore cannot co-operate to the 

desired extent, she is now free to supply her own material for the 

substituted scourse action in [109.7]. The steps in this miniature re-

evaluation of evidence are instructive. She at first states the main idea that 

‘Isabel stoops’, and immediately goes on to praise Mr Tupman’s powers as 

an ‘observer’. He must conclude that the proposition is in fact inescapable 

to anyone weighing the evidence; to reject it would be to deprecate his own 

alleged perspicacity. The aunt’s next two steps are both reaffirmations (‘so 

she does’, ‘it can’t be denied’), just in case Mr Tupman has any inclination 

to disagree. A further step is to elevate this defect to the status of the major 

factor in ‘making a girl look ugly’. The culmination is to stress that a 

‘frightful’ state must ensue with the mere passage of time (‘when she gets 

little older’—‘little’ to show that it will be soon); this tactic solves the 

problem that the girl is manifestly not ‘frightful’ at present. The finishing 

touch is to again flatter Mr Tupman’s perspicacity and thus to ensure co-

operation: an instance of recurrence serving to re-assert a viewpoint (cf. 

IV.13). 
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19. As expected, Mr Tupman ‘has no objection’ to appearing more 

astute than he really is [108.8]; yet having nothing to add to the opinion 

ascribed to him, he can only assume a ‘knowing’ facial expression. The 

aunt is naturally led by the success of her first planning phase to run the 

same steps over again and discredit the second niece with the same 

tactics that worked so well before.7 Again, she seizes upon a slight facial 

cue (‘smile’) to ascribe a plan-mediated monitoring to Mr Tupman [109.11, 

13], though as before, he has no corresponding intentions [109.12]. This 

time, she dispenses with the flattery of his mental abilities, assuming no 

doubt that the earlier emphasis on that point will carry over. The step-by-

step construction of the discourse action [109.13] is otherwise analogous 

to that of [109.7]. She begins with the idea of Emily’s ‘boldness’, neatly 

tying it to the previous material by a disadvantageous comparison to 

‘stooping’ (and incidentally, re-asserting the ‘Isabel stoops’ idea yet one 

more time). Again, she follows up with a re-affirmation (‘she is bold’), 

pretending to agree with his view. To make this potentially harmless trait 

seem sufficiently grievous, she monitors her own response to it as well as 

the response which her ‘brother’ (Emily’s father) would have if he only 

could ‘see’. Her ‘wretchedness’ (leading to ‘crying’ for ‘hours together’) and 

his ‘heartbreak’ duly magnify the fault to such dimensions that only a ‘good’ 

and unsuspicious’ person could  possibly overlook it, that is, one unable to 

see the evil at work. Here, she equates any tendency to monitor the 

situation in any way but her own with simple blindness (not ‘seeing’) toward 

reality. She then resumes her apparent action of defending rather than 

defaming her niece by ‘wishing’ and ‘hoping’ that the fault is merely put on 

(‘only manner’) rather than deeply rooted. But her use of tenses (‘could 

think’, ‘may he’) carefully suggests that her ‘hope’ is contrary-to-fact (cf. 

IV.48). Her ‘sighing’ and ‘head-shaking’ are similarly intended to convey 

the realness of her reason for being ‘despondent’. Notice that this closing 

touch simultaneously signals the aunt’s own kindness and concern for 

others, so that she will not be suspected of the intention to defame. 
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20. The foregoing sample demonstrates how the aunt MANAGES a 

situation while pretending only to MONITOR it (cf. VIII.1). The convincing 

nature of this fictional discourse is surely due to our ready ability to relate 

its component texts to plan steps via plan attachment. The presence of 

some disturbances in coherence, e.g., assigning to a smile a fully 

elaborated content that could not have been intended, and the aunt's clear 

violation of the maxim of QUALITY (cf.VI-9.3) do not render the discourse 

unacceptable, as long as such disturbances and violations are intentional 

actions toward a goal. 

21. In I.15f., we introduced the notion of ACCEPTABILITY as the text 

receivers' attitude in communication. In the most immediate sense of the 

term, text receivers must ACCEPT a language configuration as a cohesive 

and coherent text capable of utilization. Like intentionality, acceptability 

includes a TOLERANCE range for such minor discontinuities or disturbances 

as illustrated in samples [85] through [90] (cf. VI.2ff.), provided that 

continuity can he restored by reasonable problem-solving (cf. III.14ff.). If 

we identify acceptability with the text receivers' “ability to extract operating 

instructions from the utterance” (Jörg & Hörmann 1978: 76), then it must 

be reasonably evident from the text and its situation of occurrence what 

those “instructions” are (cf. S. Schmidt 197ib, 1973; Weinrich 1976). 

22. The importance of acceptability gradually emerged during research 

on how to verify a “grammar” as an account of all sentences allowed in a 

language (cf. II.27). Ostensibly, one should be able to present lists of 

sentences to informants (native speakers giving views on their language) 

to be judged either “grammatical” or “ungrammatical”. The “grammar” must 

then be able to generate the former and exclude the latter. This 

requirement is vastly more ambitious than any in traditional school 

grammars, because it must expressly exclude vast numbers of sentences 

which nobody would “ever be in danger of forming” (Quirk & Svartvik 1966: 

9f.). 



 147 

23. Even in early investigations, uniform judgements about sentences 

were notoriously hard to obtain (cf. papers in Sebeok (ed.) 1960). More 

comprehensive and recent research has confirmed that difficulty beyond all 

dispute (cf. Heringer 1970; Ringen 1975; Greenbaum 1977; Mohan 1977; 

Snow & Meijer 1977). Lambek (1961: 167) sarcastically pointed out the 

disparity of attitudes: “At one extreme there are those who call every 

utterance a sentence, that is, any string of words ever mouthed by poet or 

peasant. At the other extreme there are those who would declare 

cannibalism ungrammatical on the grounds that ‘man’ does not belong to 

the class of food nouns.” Lambek is addressing two opposed outlooks on 

language study: (a) the insistence on actually occurring grammatical data 

as all belonging to the language; and (b) the belief that a grammar can 

specify all possible relationships independently of actual occurrences. To 

mediate between these opposites, it has become customary to distinguish 

between grammaticality (what is stipulated by an abstract grammar) and 

acceptability (what is actually accepted in communication). So far, 

however, the correlation between these two notions is far from clear. We 

surmise that the crucial distinction is in fact between virtual systems and 

actualisation procedures as explained in III.12. As noted already, 

actualisation can apparently override the organization of virtual systems 

when appropriate motivation is present—a principle which sets language 

and communication apart from the objects of study in the natural sciences 

and mathematics (cf. 0.5). 

24. It seems unlikely that theories of language can ignore the correlation 

between actual occurrences and theoretical models. We shall describe 

several means for bridging the gulf. One simple and frequent practice has 

been for linguists to invent and judge their own sentences, i.e., to become 

the informants themselves (cf. critique in Labov 1972: 199; Ringen 1975; J. 

Anderson 1976: 69; Schlesinger 1977: 210). yet “it is dangerous”, remarks 

Sidney Greenbaum (1977: 4), “for a linguist to depend on his own 

introspection as a means of obtaining data: lengthy exposure to a set of 
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examples is likely to blur his judgements, and his reactions will inevitably 

he prejudiced by his general theoretical position and by the specific 

hypotheses that predict acceptability judgements”. Spencer (1973) noticed 

that linguists often make different judgements of the same data than do 

non-linguists. Snow and Meijer (1977) suggest indeed that linguists can 

develop a special, exceptional ability not found in normal language users; 

their tests showed that linguists agreed with themselves and each other to 

a much larger degree, and were much more willing to mark sentences 

ungrammatical on the basis of syntax alone. It has however been our 

experience that linguists also construct such elaborate examples and 

counter-examples that they may end up accepting sentences which 

everyday language users would find highly bizarre.” 

25. A second means of correlating acceptability and grammaticality has 

been pursued especially by William Labov and his associates (see for 

instance Labov 1969, 1972). He argues that the divergences of usage in 

various social groups can be accounted for by variable rules rather than 

strict, infallible ones. Depending upon social factors, text producers would 

be able to choose among alternative rules or sets of rules. Labov’s 

approach would introduce diversity into a grammar without weakening the 

distinction between “grammatical” and “ungrammatical”. Hence, it should 

still be ‘be possible for language users within a particular group to agree 

what sentences should or should not be allowed. This agreement is, as we 

have remarked (V1.23), precisely what is so hard to obtain. 

26. A third means appears more promising than the first two, namely, to 

view the production and reception of texts (or sentences) as PROBABILISTIC 

operations. Grammar would be a set of “fuzzy” instructions in which well-

formedness (conformity with the grammar) of sentences would be located 

somewhere on a graded scale (cf. Lakoff 1973; Mohan 1977). The really 

decisive consideration is the CONTEXT where sentences actually occur. 

Sentences are regularly judged “grammatical” by an informant when it is 

easy to imagine possible contexts for them (Bolinger 1968; McCawley 
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1976; Snow & Meijer 1977). In effect, “grammaticality” becomes a partial 

determiner of acceptability in interaction with other factors. For example, 

the order in which sentences are presented has been proven to affect 

people’s judgements (Greenbaum 1973). Sentences are more readily 

accepted if their expressions elicit mental imagery, presumably because 

the images assist in devising contexts (cf. Levelt et al. 1977). In connected 

discourse, sentences can be influenced by the structures of neighbouring 

sentences (van Dijk 1977c); such is the case with ELLIPTICAL constructions 

like [60] and [61] in IV.33. Considerations of this kind suggest that the 

notion of acceptability in the narrow sense is really useful only for texts in 

situations, not for isolated sentences.  

27. The correspondences between intentionality and acceptability are 

exceedingly intricate. Under stress or time pressure, people often produce 

utterances which they might feel disinclined to accept under normal 

circumstances; conversely, they accept utterances from other people 

which they would be most reluctant to produce (cf. van Dijk 1977c) It has 

been demonstrated that people may not be aware of their own speaking 

styles, or those of their social group, and be surprised to hear authentic 

recordings (Blom & Gumperz 1972: 430). Also, people often go back and 

“repair” their utterances when deemed unsatisfactory, even though their 

knowledge of the language has not changed at that moment (cf. Schegloff, 

Jefferson & Sacks 1977). And people may shift among styles of text 

production in order to project desired social roles in different settings, 

because of the social markedness of certain options (cf. Ervin-Tripp 1972; 

Fishman 1972; Tyler 1972). In view of all these considerations, the 

conclusion that language can scarcely be described or explained except in 

terms of texts in real settings again seems inescapable. 

28. In a wider sense of the term, “acceptability” would subsume 

ACCEPTANCE as the active willingness to participate in a discourse and 

share a goal. Acceptance is thus an action in its own right (van Dijk 1977c), 

and entails entering into discourse interaction, with all attendant 
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consequences. Refusing acceptance is conventionally accomplished by 

explicit signals, e.g.: 

[110] I’m too busy for talking just now. 

[111] I don’t care to talk about it. 

Otherwise, participation in discourse would, as a default, be assumed 

to imply acceptance. 

29. The acceptance of other people’s goals may arise from many 

diverse motivations (cf. Wilensky 1978a, b). We saw in sample [109] that 

Mr Tupman was willing to share the aunt’s courtship goal, though he failed 

to support it as actively as she expected and desired. Successful 

communication clearly demands the ability to detect or infer other 

participants’ goals on the basis of what they say (Allen 1979). By the same 

token, text producers must be able to anticipate the receivers’ responses 

as supportive of or contrary to a plan, for example, by building an internal 

model of the receivers and their beliefs and knowledge.’ The following brief 

dialogue is imagined by Piglet as a means for freeing himself from an 

unpleasant situation: he believes himself caught in a trap built by a 

Heffalump’ (a playful distortion of ‘elephant’). Being a very small animal 

himself, he can only hope to outwit the large Heffalump by MONITORING the 

situation in a way that enable his to MANAGE it.10 He hopes that the 

Heffalump will accept this reversal if delivered with sufficient self-

confidence and offhandedness. In other words, he postulates an ideal and 

total attitude of acceptance on the Heffalump’s part. Here is the dialogue 

as planned out by Piglet (Milne 1928: 44f.) (already cited as sample [5] in 

1.1): 

[5] [1] HEFFALUMP: (gloatingly): Ho-ho! 

[2] PIGLET (carelessly): Tra-la-la, tra-la-la. 

[3] HEFFALUMP (surprised, and not quite so sure of himself): Ho-ho! 

[4] PIGLET (more carelessly still): Tiddle-um-tum, tiddle-um-tum. 

[5] HEFFALUMP (beginning to say ‘Ho-ho’ and turning it awkwardly into a 

cough) H’r’m What’s all this? 
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[6] PIGLET (surprised): Hallo! This is a trap I’ve made, and I’m waiting for 

the Heffalump to fall into it. 

[7] HEFFALUMP (greatly disappointed): Oh! (After a long silence): Are you 

sure? 

[8] PIGLET: Yes. 

[9] HEFFALUMP: Oh! (nervously): I—I thought it was a trap I’d made to 

catch piglets. 

[10] PIGLET (surprised): Oh. no! 

[11] HEFFALUMP: Oh! (apologetically): I—I must have got it wrong, then. 

[12] PIGLET: I’m afraid so. (politely): I’m sorry. (He goes on humming.) 

[13] HEFFALUMP: Well —Well—I— Well. I suppose I’d better be getting 

back? 

[14] PIGLET: (looking up carelessly): Must you? Well, if you see 

Christopher Robin anywhere, you might tell him I want him. 

[15] HEFFALUMP (eager to please): Certainly! Certainly! (He hurries off.) 

The Heffalump’s opening ‘ho-ho!’ [5.1] shows elation at attaining the goal 

of catching someone tasty in his trap. Piglet is therefore motivated to avoid 

showing any indication of concern or fear which might confirm that 

monitoring. His humming bits of songs [5.2, 4, 12] also suggests a carefree 

idleness that befits his own monitoring in [5.61. The Heffalump duly begins 

to doubt his elation, and instead requests a monitoring from Piglet (‘what’s 

all this?’) [5.5]. The latter is then privileged to deliver his own oddly 

mediated monitoring in [5.6]. Due to the strong acceptance attitude 

ascribed to him, the Heffalump does not protest, but merely asks if the new 

version is ‘sure’ [5.7] the ‘long silence’ is presumably time spent adjusting 

his model of the situation. Upon confirmation [5.8], another ‘oh’ signals 

acquiescence, followed by a modest attempt to restore the original 

situation with a monitoring in [5.9]. The ‘surprise’ which greets this sally 

[5.10] underscores its improbability, just as the earlier ‘surprise’ [5.6] was 

to suggest that the Heffalump had no motive for being there at all. This 

finishing touch defeats the Heffalump’s version altogether (the final ‘oh!’ 
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marking this last step), leaving him to conclude that he ‘must have got it 

wrong’ [5.11]. Now Piglet can afford to be reserved—compare ‘I’m afraid 

so’ [5.12] to ‘Yes’ [5.8] and ‘Oh, no!’ [5.10] and ‘polite’ to the discomfited 

adversary [5.12]. Note that the insincerity of the apology renders it none 

the less relevant to Piglet’s plan by suggesting his superior control over the 

situation (on sincerity, cf. VI.10). The Heffalump’s speech hesitation, 

signalling his indecision about his role and situation model throughout[ [5.9, 

11]11 becomes extreme at this juncture [5.13], until he can think of nothing 

more but to withdraw from the interaction [5.13]. Still maintaining his 

‘carelessness’, Piglet neatly enlists the Heffalump as a co-operative agent 

toward another, equally important goal: Christopher Robin’s assistance is 

needed to get Piglet back out of the trap [5.14]. To make things perfect, the 

Heffalump evidently accepts this role as well and ‘hurries off’ to enact it 

[5.14] 

31. The best-laid plans of Piglets go oft awry. When the time comes, the 

other participant does not provide the responses needed. In effect, Piglet 

has relied on running the situation like a SCRIPT; sudden replanning is 

hardly feasible. The other speaker (in reality, Christopher Robin, but Piglet 

can’t see who it is) begins with ‘Ho-ho!’, but follows up Piglet’s ‘Tra-la-la’ 

with another snatch from a song. The scripted plan is at once set off 

course: 

[112] “He’s said the wrong thing, “ thought Piglet anxiously, “he ought to 

have said ‘Ho-ho!’ again.” (Milne 1928:49) 

Piglet’s attempts to salvage the plan, e.g. by saying ‘Ho-ho!’ himself, fail to 

help, so that he is soon ‘Completely Unsettled’ and his texts lose some 

cohesion and a deal of coherence: 

[113] “This is a trap for Poohs, and I’m waiting to fall in it, ho-ho, what’s all 

this, and then I say 'ho-ho' again.” 

“What?” said Christopher Robin. 

“A trap for ho-ho’s, “ said Piglet huskily. “I’ve just made it, and I’m waiting 

for the ho-ho to come-come. “ (Milne 1928: 49) 
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These jumbled texts arise from short-circuiting the components of the 

planned discourse across each other, so that bits of different texts appear 

together on the surface along with bits of the plan itself (e.g. ‘then I say’). 

The notion ‘trap for Poohs’ stems from an earlier conversation in which 

Pooh had predicted the coming of the Heffalump. The interjection ‘ho-ho’ 

displaces Heffalump’s apparently via a similarity of initial sound;12 the 

doubling of syllables then spreads to ‘come’. 

32. This conversation, though somewhat fantastic, is a good illustration 

of how a discourse participant draws up a plan and predicts the 

contributions of others. If the others deny acceptance of the plan, thus 

violating the principle of cooperation, textuality can be impaired. It follows 

that an unwilling participant could block a discourse by refusing 

acceptance, e.g., by not recovering or upholding coherence. Here is an 

instructive sample in which Robert Benchley prevents Mr Thwomly from 

recounting boring adventures abroad. Since the participants are in a 

moving railway carriage, Benchley cannot merely leave. His tactic is to fail 

to accept the main Topic concepts (‘railway carriage’, ‘France’, 

‘Frenchman’): 

[114] [1] THWOMLY: We have been all summer in France, you know, 

and those French trains are all divided up into compartments.... 

On the way from Paris to Marseilles we had a funny experience. I 

was sitting next to a Frenchman who was getting off at 

Lyons...and he was dozing when we got in. So I— 

[2] BENCHLEY: Did you get to France at all when you were away? 

[3] THWOMLY: This was in France that I’m telling you about. On the 

way from Paris to Marseilles. We got into a railway carriage— 

[4] BENCHLEY: The railway carriages there aren’t like ours here, are 

they? I’ve seen pictures of them, and they seem to he more like 

compartments of some sort. 

[5] THWOMLY (a little discouraged): That was a French railway 

carriage I was just describing to you. I sat next to a man— 
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[6] BENCHLEY: A Frenchman? 

[7] THWOMLY: Sure, a Frenchman. That’s the point. 

[8] BENCHLEY: Oh, I see. 

[9] THWOMLY: Well, the Frenchman was asleep, and when we got in 

I stumbled over his feet. So he woke up and said something in 

French which I couldn’t understand ... 

[10] BENCHLEY: You were across the border into France, then? 

[11] THWOMLY (giving the whole thing up as a bad job): And what 

did you do this summer? (Benchley 1954: 106) 

33. In Chapter V, we used the notion of TOPIC to describe text-world 

concepts with the greatest density of linkage to other concepts (cf. V.38). 

Unless topic concepts are activated, the processing of the textual world is 

not feasible because there are no CONTROL CENTRES to show the main 

IDEAS. Thus, Mr Thwomly is blocked from recounting his dull ‘experience’ 

by the impression that his receiver audience has not grasped the concepts 

upon which he is trying to build. Benchley’s questions would have been 

cooperative if they dealt with variable or unknown aspects of the textual 

world (cf. IX 14); but instead, they concern material which was plainly 

established just before. Thwomly has not violated the maxim of manner by 

being obscure or ambiguous (cf. VI.8ff.); yet the feedback seems to 

indicate that he has. He is forced to restate basic notions as if they were 

new [114.3, 5, 7], gradually becoming ‘discouraged’ at the slight chances 

of ever getting to the ‘point’ [114.7]. Just when he finally launches into the 

details of the trivial scene (trying to excuse oneself across a language 

barrier), he is thrown back to zero by a question about the most essential 

fact (location of the event sequence). Understandably, he ‘gives the whole 

thing up’ in the face of failing to make any headway [114.11]. In this 

fashion, Benchley has defeated the other participant’s goal and attained 

his own (peace and quiet) via a lack of acceptance. 

34. We can see from the examples in this chapter how great a role is 

played by the CONTEXT OF COMMUNICATION with respect to intentionality and 
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acceptability. Far more is involved than a comparison of sentences with an 

all-purpose grammar. We must also consider factors like these: (a) how 

much knowledge is shared or conveyed among participants; (b) how the 

participants are trying to monitor or manage the situation; and (c) how the 

texts composing the discourse are related to each other. We shall devote 

the next three chapters to each of those factors in turn. 

  

Notes 

1 These standards apply in a special way to texts produced or received 

by computers. Here, the attitudes are located in the programmers rather 

than in the machine: the intending and accepting as activities are only 

simulated. 

2 The clergyman has recently arrived from a ‘theological seminary’ in the 

East and is thus unused to the speech in the mining camp. The miner 

uses expressions from card games; ‘you ruther hold over me, pard’ = 

‘you are holding rather higher cards than I am, partner’; ‘I can’t call that 

hand’ = ‘I can’t ask you to reveal your hand of cards’; ‘ante and pass 

the buck’ = ‘put up some money and move on to another player’. The 

miner of course wants the clergyman to use les formal  vocabulary. 

3 The Grice papers were produced much earlier than the dates we are 

citing. Grice (1971) was circulated as early as 1957; Grice (1975) was 

delivered as a lecture in 1967, but, according to Grice himself (personal 

communication to RdB) was composed several years before that. 

4 See note 3 to this chapter. Our discussion incorporates some 

comments made by Grice himself to RdB at a colloquium in Bielefeld, 

June, 1979. 

5. King Kong vs. Godzilla (1963), directed by Thomas Montgomery—giant 

ape pitted again mutant tyrannosaur. 

6 A transition phase between the stimulus-response outlook and modern 

plan theory was brought about by the pivotal work of Miller, Galanter & 
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Pribram (1960). Their model foresaw the organism “testing” the 

environment and “operating” on it until a goal was obtained. 

7 If a plan works well and comes to be applied automatically, we can use 

the term SCRIPT (cf. V.16); such appears to be the case with Tom 

Sawyer’s plan for bargaining other boys out of their possessions in 

return for the ‘privilege” of whitewashing (cf. VIII.27). 

8 A notorious illustration is the “centre-embedded” sentence of the kind: 

‘The pen the author the editor liked used was new’ (cf. Fodor & Garrett 

1967). Since no reasonable person produces such sentences, it is hard 

to see why so much research has been lavished on how people 

process them. 

9 Cf. Goldman (1975:346); Bemstein & Pike (1977:3); Carbonell Jr. 

(1978); Cohen (1978: 16); McCal1a (1978: 19); Rubin (1978b: 136); 

Allen (1979:6). 

10 Actually, the scene had been previously worked out by Pooh, so that 

Piglet’s plan is only borrowed. 

11 The loss of cohesion through indecision or surprise is not uncommon 

(cf. VI-2, 31). 

12 The confusion of surface elements with similar or shared sounds is 

frequent in “miscues” (errors made by altering a text while reading it 

aloud, cf. note 13 to Chapter IV). Piglet’s mistakes are rather unlikely 

from a linguistic standpoint, however. 

 

Chapter VII 

 Informativity 

 1. As stated in I.17ff., we use the term INFORMATIVITY to designate the 

extent to which a presentation is new or unexpected for the receivers. 

Usually, the notion is applied to CONTENT; but occurrences in any language 
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subsystem might be informative. The emphasis on content arises from the 

dominant role of COHERENCE in textuality (as depicted in Chapter V), while 

language systems like phonemes or syntax seem subsidiary or auxiliary and 

hence less often in the direct focus of ATTENTION. Here, attention could be 

defined as noticing something through an expenditure of processing 

resources that restricts the potential for other tasks at the same time (Keele 

1973). Hence, if attention is focused on the coherence of concepts and 

relations, other systems are not given prominence unless deliberately 

handled in noticeably non-expected ways. For example, some trends in 

twentieth-century poetry involve bizarre configurations of sounds that do not 

form known words, e.g. Emst Jandl’s:1 

[115] la zeechn u bapp iileo zunggi 

Since coherence cannot be imposed, attention is free to dwell upon the 

sounds as such and set up unconfirmable hypotheses about possible senses 

(e.g. ‘die Zunge bappt beim Zechen’, the tongue get sticky while boozing). 

Syntax can also be focused by a markedly non-ordinary sequence such as 

God’s command that His angels obey Christ in Paradise Lost (V 611-12): 

[116] Him who disobeys, me disobeys. 

In exchange, the content of [116] is quite straightforward (cf. VII.6). 

2. Claude Shannon and Warren Weaver (1949) set forth an INFORMATION 

THEORY based primarily on the notion of STATISTICAL PROBABILITY. The greater 

the number of possible alternatives at a given point, the higher will be the 

information value when one of them is chosen. The most precise method for 

deciding what alternatives can appear is to look at all available sequences of 

the language and count up all occurrences of a pair of elements, say X 

followed by Y. If we then consider all occasions where X is followed by 

something else, we have the “transition probability” for X going to Y (i.e. the 

likelihood that the “state X” will or will not pass over into the “state Y”). A 

sequence constituted according to these item-to-item transitions is called a 

MARKOV CHAIN. 
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3. It is fairly well agreed that this model of statistical probability is not 

applicable as such to natural language communication. It is out of the 

question to count up all the sequences of a language like English. Even if it 

were not, the occurrence of most elements depends on factors other than the 

occurrence of an element just before. We saw in IV.7ff, for example, that 

grammatical dependencies often extend over expressions not located next to 

each other. And the statistical approach ignores the sense and purpose of 

texts in discourse. 

4. Despite these reservations, realistic theories and models of texts in use 

still need to retain the notion of probability. We have repeatedly appealed to 

such notions as “expectations”, “hypotheses”, “defaults”, “preferences”, and 

“predictions” as important controls upon what occurs in texts. For instance, 

the TRANSITION NETWORKS used to represent syntax in IV.5ff and 

conceptual relations in V.29ff work on the principle that certain linkages are 

more probable than others and hence worth trying out in a certain order. The 

use of PLANS in discourse similarly requires the planner to maintain a MODEL 

of current and future situations, and to design contingencies accordingly (cf. 

VIII.1). 5. The decisive step would be to replace the notion of statistical 

probability with that of contextual probability. The crucial consideration is 

then not how often things occur together in any absolute frequency, but 

rather what classes of occurrences are more or less likely under the 

influence of systematic constellations of current factors. Quite possibly, a 

statistically rare configuration of surface expressions, underlying concepts, or 

plan steps, might be highly probable under appropriate conditions. At least, it 

seems safe to conclude that the contextual probabilities are different in 

strength for the different elements in the text (cf. Miller 1951; Shannon 1951; 

Sprung 1964). The question of how the various language systems interact to 

determine these probabilities is much less straightforward, and has not been 

well explored. 

6. For one thing, the strength of probability might well be unequal in the 

several systems. A sequence might be composed of syntactically probable 
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elements (hence, having low informativity in its cohesion) but conceptually 

improbable ones (hence, having high informativity in its coherence) (cf. Hess 

1965). For instance, a sequence such as (Macbeth V v 22): 

[117] All our yesterdays have lighted fools the way to dusty death 

is conventional in cohesion, but unique in coherence, as contrasted with an 

ordinary statement in the same syntactic format: 

[117a] All our western agencies have guided tours to dusty Death Valley. 

In return, a sequence such as Milton’s line already cited (Vil.1): 

[116] Him who disobeys, me disobeys. 

is ordinary in its coherence, but non-ordinary in its cohesion, as opposed to 

an everyday rearrangement like this: 

[116a] Whoever disobeys him is disobeying me. 

Ordinariness supports easy processing, while non-ordinariness renders 

processing an interesting challenge. 

7. It seems unlikely that extremely exact numerical values can or should 

be assigned to each occurrence on every level. More plausible would be the 

assumption of a range of general probabilities, that is, measurements of 

higher or lower on an approximate scale. For the time being at least, we 

might be content with a range of three ORDERS OF INFORMATIVITY, each 

sufficiently broad that human language users might be able to distinguish 

them during actual communication. If each occurrence is being selected from 

a fuzzy set of options, we might divide the range into: (a) upper degree, (b) 

lower degree, and (c) apparently outside the set altogether. 

8. The occurrence of an option in the upper range of probability, i.e., 

apperceptibly among the most likely candidates, would convey FIRST-ORDER 

INFORMATIVITY. An extreme illustration is the ‘stop’-text found on a road sign: 

it is fully predictable in cohesion, coherence, and planning, the situation of 

occurrence is usually obvious, and the sign itself even has a unique shape 

and colour recognizable at considerable distance. Maximal predictability is 
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motivated here in order to keep the motorists’ attention free for current traffic 

conditions (cf. 1.20). 

9. First-order occurrences are rather TRIVIAL, that is, so well integrated into 

a system or setting that they receive very slight attention in the sense of 

VII.1. In English, the so-called FUNCTION WORDS (articles, prepositions, and 

conjunctions), all of which signal relations rather than content,2 are usually so 

trivial that even frequent occurrences of them in a single text are hardly 

noticed. The slots where function words appear in a sequence are by and 

large well-defined. These considerations would have major implications for 

active processing. Function words are often pronounced so indistinctly that 

they would hardly be identifiable out of context (cf. Woods & Makhoul 1973). 

Clark and Clark (1977: 275) suggest that, during text production, function 

words are selected only after content-conveying words (“content words”). In 

text reception, people might skip over function words and piece content 

words together in a kind of “fuzzy parsing”.3 Text types requiring extreme 

economy, e.g. telegrams or road signs, often dispense with function words. It 

has been observed that aphasia (loss of language ability through brain 

disturbance) can lead its victims to omit function words in speaking 

(Goodglass & Blumstein 1973). 

10. Content words, on the other hand, would generally be more 

informative. There is, for one thing, a much larger set to choose from than for 

function words (cf. the “statistical probability” cited in VII. 2). Content words 

activate more extensive and diverse cognitive materials (cf. V.8), and can 

elicit more pronounced emotions or mental images than can function words. 

However, a text producer might alter or reverse the normal roles of these two 

word types. For example, the function words may be themselves ordinary, 

but still occur in very non-ordinary slots: 

[118] wish by spirit and if by yes (e.e. cummings 1972) 

[119] long along the in and out of grey car (Myra Cohn Livingston 1972) 

the placement of such function words as ‘if ‘ in [118] and ‘in’ and ‘out’ in [119] 

creates a focus of attention in which special content can be assigned, e.g. ‘if’ 
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as ‘possibility’ and ‘in’ and ‘out’ as ‘entry’ and ‘exit’, respectively. It is no 

coincidence that we usually use content words to expound the role of 

function words in cases like these. 

11. First-order informativity would always be present in any text, whether 

or not higher orders were attained. Any occurrence, no matter how trivial, 

represents the rejection of non-occurrence as an alternative. Moreover, every 

occurrence must have the property of being the same or different as the 

preceding occurrence in that same system (cf. Weinrich (1972), who shows 

that sameness between grammatical occurrences in sequence is more 

common than difference).4 The simple oppositions of occurrence/non-

occurrence and sameness/ difference are in themselves quite trivial, though 

special focus may be created by breaking a repeated pattern. Many humans 

evidently subscribe to the so-called gambler’s fallacy of expecting a series of 

the same occurrence to be broken fairly soon (cf. Kintsch 1977a: 91f). 

12. The standard procedures applied to first-order occur-rences in 

communication would be DEFAULTS (operations or selections assumed to be 

stipulated in absence of contrary indicators) and PREFERENCES (operations or 

selections routinely favoured over competing alternatives) (cf. III.18). These 

procedures minimize processing load, so that attention is reserved for higher-

order occurrences. When defaults or preferences are overridden, i.e., when 

occurrences are below the upper range of probability, we obtain SECOND-

ORDER INFORMATIVITY. The presence of at least some second-order 

occurrences would be the normal standard for textual communication, since 

texts purely on the first order would be difficult to construct and extremely 

uninteresting. Upon occasion, first-order occurrences could be UPGRADED 

and third-order ones Downgraded to keep this medium order, as we shall see 

presently (cf. VII 13 ff.) 

13. Occurrences which at first appear to be outside the set of more or less 

probable options Convey THIRD-ORDER INFORMATIVITY. These are 

comparatively infrequent occurrences which demand much attention and 

processing resources, but which are, in return, more INTERESTING.5 
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DISCONTINUITIES, where material seems to be missing from a configuration, 

and DISCREPANCIES, where text-presented patterns don’t match patterns of 

stored knowledge, would be the usual kinds of third-order occurrences. The 

text receiver must do A MOTIVATION SEARCH—a special case of problem-

solving to find out what these occurrences signify, why they were selected, 

and how they can be integrated back into the CONTINUITY that  is the basis of 

communication (cf. III.14). In effect, a successful search will show that the 

occurrence in question was within the range of options after all, though 

accessible only via some mediation. Accordingly, the search has 

DOWNGRADED the third-order occurrence into the second order. Downgrading 

could have several DIRECTIONALITIES. If text receivers go back to find 

motivation in earlier occurrences, they are doing backward downgrading. If 

they wait to consider later occurrences, they are doing forward 

downgrading. If they move outside the current text or discourse, they are 

doing outward downgrading. The same distinction can be made for 

upgrading. 

14. Such processing may well extend far beyond textual communication 

and apply to the human reaction to the world at large. As normal people, we 

would be astonished to receive a cheque in the mail for an enormous sum of 

money. We might think back if we had purchased a sweepstake ticket or the 

like (backward downgrading); we might wait to see if some notification will 

follow with an explanation (forward downgrading); or we might suppose that 

a mistake has happened with money intended for another person or purpose 

(outward downgrading). If none of these tactics downgrades the event, we 

will simply not be able to understand it. Senselessness (or nonsense) 

results from lack of continuity between an occurrence and the rest or our 

knowledge and experience, and is doubtless hard to tolerate (cf. V. 2, ).1 5. 

The degree to which a third-order occurrence is actually disturbing would 

depend on the STRFNGTH OF LINKAGE affected (cf. V.5). An occurrence that 

ran counter to DETERMINATE knowledge would be more disorienting than one 

that ran counter to TYPICAL; and a violation of typical knowledge would be 



 163 

more disturbing than that of accidental. In these well known lines (Carroll 

1960: 234): 

     [120] Their coats were brushed, their faces washed, 

Their shoes were clean and neat 

And this was odd, because, you know, 

They hadn’t any feet. 

the effect derives from the determinate knowledge that shoes must be worn 

on the feet. The presentation is motivated here by the intention to describe 

the young oysters in terms of human children on a holiday. If they had in fact 

been human children. their condition would not have been so ‘odd’, since the 

state of the coats, faces, and shoes belonging to humans is purely 

accidental knowledge. 

16. In I.18, we cited the following as a disturbing stretch of text: 

      [15] The sea is water 

Apparently, determinate knowledge about the substance of the sea—it 

simply couldn’t be the sea if not made of water—is being presented to no 

purpose. The text producer himself upgrades this first-order occurrence 

when he claims later on that the sea is ‘actually’ a ‘solution of gases and 

salts’ (cf. [15a] in I.18). The producer might have started out this way instead: 

       [15b] The sea is not water. It is actually a solution of gases and salts. 

Then, the receiver is met right away with a third-order occurrence which 

can be easily integrated by forward downgrading. In both cases [15a] and 

[15b], the opening of the text creates an unstable INFORMATION STATE
6 which 

is presumably uncomfortable for the receiver. The regulative release from 

such a state is a prime illustration of how communication represents the 

continual removal and restoration of STABILITY (cf. III.15). 

17. There must be a processing disposition which prevents text users from 

uncovering or accepting highly bizarre alternative readings of a single text. 

The example of Schank and Wilensky (1977: 141). 

      [121] Time flies like an arrow. 
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might be assigned various alternative readings beyond the obvious 

statement that time flies swiftly, e.g.: (a) someone is being ordered to 

measure the speed of flies in an arrow-like manner, or (b) a particular, oddly-

named species of flies is fond of arrows. Yet either alternative would be of 

the third order, so that people would not be disposed to even consider them. 

At the other extreme of the informativity scale, a first-order reading of a line 

from a poem (‘Richard Cory’ by Edward Arlington Robinson (1914: 35)) is 

hardly likely to occur to receivers: 

     [122] And he was always human when he talked 

Obviously, Mr Cory would belong determinately to the class of ‘humans’, and 

humans are the only ones likely to be ‘talking’ in this poem; informativity rises 

if Mr Cory is set so far apart from humans that his acting in a human manner 

is unexpected here. We argued on similar grounds in IV 3 I that a first-order 

reading of the headline: 

     [58] San Juan Gunfire Kills One 

wherein it is simply announced that gunfire is fatal in this particular town, will 

go unnoticed by the normal reader. 

18. Contextual probability, even for this modest three value scale, is a 

complex amalgam of factors. We might distinguish a progression of steadily 

more specialized HUMAN EXPECTATIONS applying in various degrees during 

communication (cf. Beaugrande 1978b): 

18.1 The socially dominant model of the human situation and its 

environment constitutes what is commonly called the REAL WORLD. 

Propositions held to be true in that world (i.e. to match their organization with 

its own above a certain threshold) would be FACTS (cf. van Dijk 1978). The 

facts which a person or group consider to be generally applicable to some 

“real” or recoverable situation or event constitute their BELIEFS. The “real 

world” is accordingly the privileged source of beliefs underlying textual 

communication. Of course, we can produce and receive many texts which 

are not factual in this way; but we still tend to use the “real” world as our point 

of orientation. Some “facts” are so firmly entrenched in our manner of 
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thinking that they act as defaults for any textual world that might be 

presented: that causes have effects; that something cannot be both true and 

false, or existent and non-existent, at the same instant and under the same 

circumstances; that objects have identity, mass, and weight; and so forth. 

Should any such facts be violated in a textual world, there must be explicit, 

unmistakable signals. Even the less extreme case where shoes are worn 

without feet elicits Carroll’s playful remark that ‘this was odd’ in sample [120]. 

The production and reception of a lengthy text in whose world cause and 

effect were suspended might prove not to be feasible, at least in English. 

18.2 Humans seem to apply consistent strategies of apperceiving and 

arranging the real world, lest complexity become overwhelming. Humans do 

not experience the world as a bombardment of individual stimuli; they 

integrate their sensations into a MODEL of the world via a “highly skilled act of 

attention” (Miller & Johnson-Laird 1976: 29). Whatever knowledge is 

acquired is continually used as a bridge to annex further knowledge. We 

described in V. 16, for instance, the use of GLOBAL PATTERNS such as FRAMES, 

SCHEMAS, PLANS, and SCRIPTS for matching, integrating, and controlling large 

amounts of current material. IS.7 In addition, there is some evidence of 

NORMAL ORDERING STRATEGIES for apperceiving and talking about the world 

(real or imaginary). If asked to MONITOR a visual scene (cf. VIII.1), people 

tended to move from the top downward (DeSoto, London & Handel 1965; 

Clark & Chase 1974). In describing their own apartments, people mentally 

walked through them, mentioning each room in the order it would have been 

seen or entered; they placed major rooms more often in expressions filling 

the subject slot of sentences, whereas minor rooms were more often 

expressed in predicates (Linde & Labov 1975). Mobile objects tended to be 

mentioned via grammatical subjects more often than stationary ones in the 

same scene (Osgood 1971). Focus of attention on the agent as opposed to 

the affected entity of events has been found to correlate with preferences for 

active versus passive sentence formats (Olson & Filby 1972). Event 

sequences are normally recounted in the same temporal order in which they 
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happened (Labov & Waletzky 1967; Clark & Clark 1968). All these 

tendencies are only PREFERENCES (cf. VII.12), however, and can be modified 

in appropriate contexts, especially if signals to that effect accompany the 

presentation.8 

18.3 The second source of expectations is the organization of the 

language to be used in a text. In a language such as English, many 

conventions for combining forms are ARBITRARY; that is, the organization of 

events and situations is not reflected directly in the organization of language 

(but cf. VII.18.2). Arbitrary conventions impel speakers to consider certain 

sound clusters unpronounceable because their language lacks them. 

Speakers of English, for example, would not try to pronounce clusters like 

‘Ltd’, ‘bbl’, ‘FBI’, or ‘lb’ as written, but would at once recognize them as 

abbreviations of longer forms with more convenient sound patterns. On the 

same principle, the radically disordered sequences used by grammarians to 

stress the importance of syntax, e.g. Dresher and Hornstein’s (1976: 365):] 

      [123] Tall man the hit small round ball a. 

would scarcely occur or be accepted outside linguistic debates. If such odd 

configurations of sound or syntax were presented, they would figure as non-

downgradable third-order occurrences for most receivers. If sound and 

syntax are used only for their FUNCTIONS in organizing content (cf. VII.9),9 

then a denial of their organization seems pointless unless some new function 

is discoverable (cf. samples [118] and [119] in VII.10). 

18.4 A third source of expectations arises from the techniques for 

arranging sequences according to the informativity of elements or groups of 

elements. In Chapter IV, we glanced at FUNCTIONAL SENTENCE PERSPECTIVE 

(IV.51-53) and INTONATION (IV.54-58) as means for signalling what is 

considered new, important, or unexpected within clauses or tone groups. We 

noted, for instance, that highly informative elements tend to appear toward 

the end of a clause and to receive a high key. In contrast, elements of low 

informativity tend to appear toward the beginning of clauses and receive a 

low key; or to be compacted via PRO-FORMS (IV.21-31) or omitted via ELLIPSIS 
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(IV.32-7). These techniques provide for a balance between two opposing 

tendencies: maintaining a clear point of orientation, and keeping informativity 

reasonably high (cf. III.15). 

18.5 It might be concluded that the first source of expectations about the 

“real world” and its “facts” would be independent of language altogether, 

whereas the second source (formal conventions) and the third (informativity 

signalling) would vary from one language to another. This issue is, however, 

in great dispute. The diversity of formal conventions among languages is 

uncontested; but there is little agreement about whether this diversity also 

impels the users of language to organize the world in different ways, as 

suggested by Whorf (1956). Similarly, if meaning of expressions and sense 

of texts are heavily tied to acquisition and use of knowledge, then they must 

be subject to the influence of cultural and social factors—a notion explored in 

“ethnographic semantics” (cf. Colby 1966). Therefore, there is doubtless 

substantial interaction among the three sources of expectations outlined 

above, but each source exerts distinctive effects corresponding to its 

particular organizational principles. On occasion, it might be possible to 

isolate the sources via specially constructed examples, although humans 

normally have no motivation to do so. 

18.6 The fourth source of expectations is TEXT TYPE. As will be argued 

later on (IX.1ff.), text types are global frameworks controlling the range of 

options likely to be utilized. Such rare patterns of sound or syntax as noted in 

[115 and [116] (VII.1) are acceptable in poetic texts, where conventions of 

expression are characteristically modified and downgrading is frequently 

performed (cf. IX.9). In the sub-type “nonsense poem”,10 the presence of 

‘clean and neat’ shoes without feet [120] is also tolerable. It would be quite 

disturbing if a science report were constructed along these lines: 

[120a] This treatise examines the data gathered at the Scripts Institute of 

Oceanographic Research on cleanliness of shoes among footless molluscs 

of the genus Ostreidae. 
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The type scientific text (cf. IX. 10) resists the suspension of basic “facts” in 

the organization of the world, e.g. things (like ‘feet’) being both absent and 

present (cf. VII.1 8.1). 

18.7 The fifth and final source of expectations is the IMMEDIATE CONTEXT 

where the text occurs and is utilized (cf. Dressler 1978). If, as we claim, 

ACTUALIZATION can override the conventional organization of VIRTUAL 

SYSTEMS,11 this source might modify the expectations drawn from the other 

four sources. The notion of STYLE has been employed to reflect the 

assumption that a single text or set of texts manifests characteristic 

tendencies of selection (cf. II.7). Accordingly, receivers can expect some 

sorts of occurrences to be more dominant and frequent than others. Literary 

and poetic texts (to be described in IX.8f) will draw special focus toward their 

styles, so that producers must expend considerable care and attention upon 

selection procedures. However, informativity can be increased on occasion 

by breaking out of one’s own established style (Riffaterre 1959, 1960). If this 

tactic is pursued intensely and frequently receivers may become so 

disoriented that they are unable to utilize a text, e.g. James Joyce’s novel 

Ulysses, to say nothing of Finnegan’s Wake: there may be no stable patterns 

to form a background into which non-expected occurrences could be 

integrated via downgrading. 

19. Although our scheme of expectations is not elaborate, it should 

already reveal why the notion of “statistical probability” sketched in VII.2 is a 

highly impoverished account of informativity. The correlation between 

information value and any absolute frequency of the occurrence is certainly 

not straightforward. The actual effects of an occurrence in its context can 

always be upgraded or downgraded via appropriately planned settings. 

Hence, frequency is useful, especially if computed for a very large set of 

texts, but neither sufficient nor reliable. 

20. The appeal of frequency counts was doubtless due to their 

conciseness and simplicity. The discovery of text users’ expectations, on the 

other hand, is a messy and intricate task (cf. IX. 24ff). Only on certain 
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occasions do people actually declare what they are expecting. It follows that 

we shall have to work largely in the other direction. After identifying language 

techniques which serve to indicate expectations, we can proceed to trace out 

the latter from textual evidence. A fairly straightforward illustration is the use 

of NEGATION, which is typically found only when there exists some motive to 

believe something is otherwise true (cf. Wason 1965; Osgood 1971; Givón 

1978). We need merely locate and analyse negations to see what kinds of 

content are being presupposed (cf. VII.38). Other signals include the 

cohesive devices enumerated in VII.18.4. We demonstrate this approach 

with sample [31 from I.1], a brief excerpt from TIME (22 Jan. 1979): 

[3] [1] Twenty-year-old Willie B.1s a diehard TV addict. [2] He hates news 

and talk shows, but he loves football and gets so excited over food 

commercials that he sometimes charges at the set, waving a fist. [3] Says 

a friend: [4] “He’s like a little child.” 

[5]  Willie B.is a 450-lb gorilla at the Atlanta Zoo. [6] In December a 

Tennessee TV dealer heard about Willie B.’s lonely life as the zoo’s only 

gorilla and gave him a TV set. 

 We shall undertake to sort out the flow of expectations according to what we 

can extract from the text itself. 

22. One important factor is DEFINITENESS:12 the status of text-world entities 

which are identifiable, accessible, and recoverable. This status is 

conventionally marked in English texts by the “definite” article, while the 

“indefinite” article is reserved for entities just being activated. The distinction 

is in fact vastly more intricate than this. Some entities are deemed definite 

because everyone knows about them, e.g. ‘the sun’ and ‘the moon’. Some 

entities can be indefinite because they are unspecified members of a class, 

even if they are wel-known or recently mentioned. In our sample above, ‘the 

Atlanta Zoo’ [5] is well-known and unique, and ‘the zoo’ [6] is an already 

mentioned entity; both are thus definite. INDEFINITENESS is usually assigned to 

entities upon their first mention: ‘addict’ [1], ‘fist’ [2], ‘friend’ [3], ‘child’ [4], 

‘gorilla’ [5], and ‘dealer’ [6]. However, there are other explanations here 
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besides first mention. Notice that ‘child’ and ‘gorilla’ are new designations for 

the already mentioned ‘Willie B.’. On the other hand, ‘a TV set’ is indefinite in 

[6] despite previous mention of ‘the [definite] set’ in [2]. 

23. These uses suggest that definiteness and indefiniteness might be 

more adequately treated in terms of PROCEDURAL ACCESS. If an entity is in 

active storage as explained in IV.2, then determinate and typical knowledge 

about the entity is easy to access; or it even may be already accessed by 

SPREADING ACTIVATION (cf. V.12). Thus, the mentioned ‘TV addict’ [1] can be 

expected to have a ‘set’, yielding the definiteness in [2]. In contrast, ‘a fist’ 

and ‘a friend’ are accidental members of classes. Now, Willie might be 

expected to have fists and friends; but by singling out one member of a class, 

the text producer is adding an “instance-of’ link (V.26(y)) to “part of” (‘fist’) 

(V.26(k)) or “relation-of” (‘friend’) (V.26(d)) links; and definiteness may be 

reluctant to spread more than one link.13 ‘A child’ [4] is both first mention and 

an accidental instance. ‘A gorilla’ is first mention, but not an accidental 

member, since there is only one unique gorilla at the Zoo; hence, we could in 

fact have ‘the gorilla’, but not ‘the fist’, ‘the friend’, or ‘the child’. ‘A TV set’ [6] 

is indefinite only if we consider this stretch of text beginning ‘In December’ a 

new departure, as it would be if it formed the opening sentence; we could 

equally well look back to Willie’s description in the first paragraph and have 

‘the TV set’ here at the end. Perhaps the indefinite usage arises from the 

perspective of the real sequence of events (cf. VII.18.2), since the ‘giving’ 

came before the charging’ and thus at a time when the ‘set’ was not yet 

definite. 

24. In addition to definiteness, the sequencing of sentences and clauses 

can be consulted (cf. IV.Siff.). The opening sentence [1] has of course no 

previous material to build on. The placement of ‘Willie B.’ in subject position 

signals that he will be the Topic character (compare the ‘rocket’ topic 

appearing as the subject of the opening sentence in sample [4] of 1.1). And 

this entity actually does serve in the subject slot of five more clauses: three in 

[2] and one each in [4] and [5]. The new or not yet established materials 
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about Willie fill the predicates of all six clauses. These materials are 

organized among themselves with the aid of JUNCTIVES (cf. IV.42ff.): the ‘but’ 

smoothes the transition between the opposites of ‘hates’ and ‘loves’ 

(contrajunction, IV.45), and ‘so ... that’ signals a causal relation between 

‘excited’ and ‘charges’ (subordination, IV.46). 

25. The coherence of the text is supported by the use of some expected 

material within two individual paragraphs, so that production and reception 

would be supported in part at least by spreading activation. A ‘diehard TV 

addict’ [1] is expected to have detailed likes and dislikes and to get very 

‘excited’ over certain kinds of programs [2]. The extreme behaviour over 

‘food commercials’ [2] is more easily compatible with a ‘little child’ [4] than 

with a ‘twenty-year-old’ [1]. Once Willie B.is revealed as a ‘gorilla’ in [5], we 

expect to hear how the ‘TV set’ made it to the zoo [6]. ‘December’ is a likely 

time for Christmas gifts, particularly ones that promote business for a 

‘dealer’. And a ‘lonely life’ is expected for the ‘only’ one of a group [6]. 

26. Against this background of well-organized cohesion and coherence, 

the text producer is able to present a substantial surprise: that ‘Willie B.1s not 

the human being suggested throughout the entire first paragraph. The name 

“Willie B.’ is itself one such suggestive signal, since animals are less likely 

than humans to have last names, at least in America. The terms addict’, 

‘talk’, ‘fist’, ‘friend’, and ‘child’ all indicate human status with greater or lesser 

subtlety. The explicit comparison of ‘Willie to ‘a little child’ is an outstandingly 

skilful touch for the text producer’s intention. The distinctions of ‘Willie’s 

tastes in programs [2] lead us to suppose that he can understand their 

content; and for ‘talk shows’, he would of course have to understand 

language. Any signals that would betray the status of ‘gorilla’ are studiously 

avoided, e.g. ‘paw’ for ‘fist’, or ‘zookeeper’ for ‘friend’, though the reference to 

objects in the world would be the same.14 The age of ‘twenty years’, though 

totally normal for humans, is fairly substantial for a gorilla perfectly 

reasonable for humans. 
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27. The second paragraph then hits us with a series of expressions whose 

content demolishes the belief nurtured so far: ‘450 lb gorilla at the Atlanta 

Zoo’ [5]. The immediate effect is an occurrence with third-order 

informativity, followed up by backward downgrading (cf. VII.13): the 

receiver can regress and find that the preceding material deals with only 

typical, not determinate knowledge about humans—though atypical for 

gorillas. Forward downgrading is also provided for via the content 

expressed in the final sentence [6]. The atypical situation and actions of the 

gorilla are revealed to be caused and enabled by a human agent. These 

downgradings prevent the text from being really troublesome. 

28. The use which this text producer has made of receivers’ expectations 

markedly increases the INTERESTINGNESS of the text (cf. VII.13). The second 

paragraph might easily have been placed before the first one, but the 

EFFECTIVENESS of the text would have been much lower (cf. I.23). Such 

tactics are doubtless common in journalistic text production, where interest 

must be upheld even when the events and situations to be depicted are not 

in themselves momentous. In addition, this particular text producer has a 

special motivation for the tactic. The situation in this textual world reflects 

people’s quirky belief that animal loneliness can be cured with the same 

technology as human loneliness. Parallel to that view, the striking imagery of 

a gorilla ‘addicted’ to television even to the point of ‘charging at the set’ 

during short, insignificant messages (‘food commercials’) projects back on 

the bizarre, childish conduct of many human TV watchers. By forcing us to 

confuse the gorilla with a human, the text producer validates his own analogy 

and suggests that the human TV watchers are acting below the standards of 

human intelligence and abilities, i.e. like animals who can hardly understand 

what is going on. And by forcing us to recover and build up that message 

from subtle cues, the text producer renders the argument especially 

persuasive (cf. I.16; VII-42; VIII-20). 

29. As remarked at the outset, the everyday usage of “informativity” 

applies mostly to content (VII.1). We will now consider a text where the 
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notion is useful for several language systems in concerted interaction. Our 

sample is the sonnet quoted as [6] in I.1 (Jennings 1967: 55) (compare 

discussions in Beaugrande 1978b; Quirk 1978): 

[6]   GHOSTS 

[1] Those houses haunt in which we leave 

[2] Something undone. It is not those 

[3] Great words or silences of love 

[4] That spread their echoes through a place 

[5] And fill the locked-up unbreathed gloom. 

[6] Ghosts do not haunt with any face 

[7] That we have known; they only come 

[8] With arrogance to thrust at us 

[9] Our own omissions in a room. 

[10] The words we would not speak they use, 

[11] The deeds we dared not act they flaunt, 

[12] Our nervous silences they bruise; 

[13] It is our helplessness they choose 

[14] And our refusals that they haunt. 

30. The format of the text on the page at once activates expectations 

about text type (cf. VII.1 8.6). A poetic text is one in which, for special 

motives, the selection and mapping of language options is typically modified 

as compared with the conventional organization of language overall (cf. IX.9). 

An arrangement of fourteen lines of comparable length and rhythm suggests 

the sub-type “sonnet”; already, some expectations about the sub-type are to 

be violated. Instead of usual divisions such as eight lines (often two four-line 

stanzas) followed by six (often two three-line stanzas)—the so-called “Italian” 

or “Petrarchian” sonnet—or twelve lines (usually three four-line stanzas) 

followed by a couplet of two lines—the so-called “Shakespearean” sonnet—

we have an odd numbered division of nine lines (three three-line stanzas) 

followed by five (three-line stanza followed by two lines that do not form a 
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rhyming couplet). The rhyme pattern is also hard to reconcile with the sonnet 

format: a “terza rima” scheme in which each new rhyme appears locked 

between two lines with the preceding rhyme. However, with the series of 

aba-bcbcdc-ded-de, even this scheme is oddly imbalanced by a rhyme with 

four appearances, two of them in adjacent lines (‘us/use/bruise/choose’). The 

rhymes themselves are only approximate in the first part of the text: 

‘leave/love’, ‘gloom/come’, ‘us/use’ (the last being a rhyme more for the eye 

than the ear). A receiver would set up expectations that approximate rhymes 

are going to be the standard in the whole text; yet in the last five lines, there 

is a shift to full, regular rhymes. The line in which the lack of full rhyme 

becomes evident (line 3) contains the word ‘silences’; the line initiating a pair 

with full rhymes (line 4) contains the word ‘echoes’. Another oddity is that the 

title may be itself intended to rhyme with the second line, being closer to it 

than line 4 (‘ghosts/ those’ vs. ‘those/place’). 

31. The progression of rhymes reveals a trend we can observe on other 

language levels as well: irregularity and unevenness in the first part (usually 

lines 1-9) yielding to regularity and expectedness in the last part (usually 

fines 10-14). For example, the full rhymes of the final five lines are reinforced 

by grammatical equivalence: A rhyme words are verbs with the same subject 

‘they’ having identical reference to ‘ghosts’. The closing word ‘haunt’ fulfils 

expectations on multiple levels: (a) it is in the closest possible association 

with the poem’s TOPIC of ‘ghosts’; (b) it is a predictable verb for the subject 

‘they’, i.e., the ‘ghosts’; and (c) it is one of a small number of available 

rhymes for ‘flaunt’ in line [11]. Yet the element is conceptually non-expected 

in its setting, since ‘haunt refusals’ is a far less probable combination than 

the ‘haunt houses’ at the poem’s outset. As we shall claim later on (VII.41f.), 

the correspondences of expectation flow on different levels is apparently a 

result of the text producer’s well-designed PLAN. The initial rejection of strict 

poetic conventions in the early stretch of the text is supportive of a refusal to 

adopt a conventional outlook about the topic. 
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32. The grammar/syntax of the text is subtly organized. The object of the 

opening sentence would at first seem to be ‘those houses’, the element 

directly preceding the verb ‘haunt’; on closer inspection, the subject is in the 

poem’s title, and ‘those houses’ is the direct object displaced from its 

conventional slot after the verb. This displacement matches the fact that 

these are not the ‘houses’ that ‘ghosts’ would be expected to ‘haunt’ (cf. 

VII.38). On the level of sound, ‘something’ breaks the rhythm pattern in line 2 

and also designates an unexpected kind of action, i.e. ‘undone’. 

33. The “cleft construction” is so called because it “cleaves” what could 

otherwise be a single sentence into two clauses, each with its own subject 

and verb (cf. Jespersen 1961: 147f ; Quirk et al. 1972: 951). The first clause 

usually opens with the conceptually empty expression ‘it is’ so that a focused 

element can have the rest of the predicate slot where high-informational 

items are expected to appear (cf. IV.52). The material connected to the 

focused element can then be added on in a relative clause is introduced by 

‘who’, ‘which’, ‘that’, or the like. In the sequence of the poem’s second 

sentence (‘it is not those great words…” lines [2-5], attention is heightened in 

order to stress that (a) the ‘great words and silences of love’, a common topic 

for sonnets, will not be the topic this time; and (b) the events which ghosts 

are conventionally thought to re-enact (cf. VII.3 8) will not be considered 

here. 

34. The first nine lines have a largely irregular formatting, so that syntactic 

constructions fail to coincide with line boundaries. The opening sentence 

apparently encompasses the title (cf. VII.32) and fills out one and a half lines. 

A similar transition from one major clause to the next in the middle of the line 

is found in the third stanza too. Even closely-knit grammatical dependencies 

overrun line ends: verb-to-direct object in [1-2], determiner-to-head in [2-3], 

and head (verb)-to modifier in [7-8]. In contrast, the last five lines show heavy 

agreement between syntactic units and line organization. Each major clause 

in the fourth stanza fills exactly one line, with lines 10 and 11 being entirely 

PARALLEL (cf. IV. 17). All five lines contain in their first stretch the direct object 
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of the verbs placed at line end, while the next-to-last word is always the 

subject ‘they’. Hence, the non-conventional, improbable English sentence 

order “direct object-subject-verb” becomes expected and probable—an 

illustration of statistical probabilities being overturned by context (cf. VII.5). 

Each occurrence of these parallel structures steadily downgrades their 

informativity. 

35. The two groups of agents are expressed chiefly through pro-forms: 

‘we’ versus ‘they’. Whenever one of those groups is parsed onto the subject 

of a verb, the other one is brought into grammatical dependency with the 

verb’s direct object: (a) ‘ghosts’ haunt the ‘houses’ ‘in which we leave 

something undone’; (b) they do so with no ‘face’ that ‘we have known’; (c) 

they ‘thrust at us our omissions’; (d) ‘they’ use the ‘words we would not 

speak’; (e) ‘they’ flaunt the ‘deeds we dared not act’; (f) ‘they’ bruise ‘our’ 

‘silences’; (g) ‘they’ choose ‘our’ helplessness’; and (h) ‘they’ ‘haunt’ ‘our 

refusals’. As indicated a moment ago (VII. 34), the last five lines manifest a 

peak of regularity by making these dependencies parallel. The effect is to 

evoke on the grammatical level the correspondence between ‘our’ own 

‘deeds’ and the ghosts’ re-enactment. 

36. The pattern formed by number of words per line also shifts between 

the early and later sections of the text. The first three stanzas have the word 

counts of 7-6-6, 7-6-7, and 7-6-6, yielding an even balance (first and third 

stanzas the same, middle stanza internally balanced). These lines contain 

mostly one-syllable words, with the multi-syllable ones distributed unevenly. 

In contrast, the last section opens with two lines of exclusively one-syllable 

words (10-11) that add up to the high word count of 8. There follows a line 

with the markedly low count of 5, and the final lines both have 6. The pattern 

of word-counts is thus another means of setting the first stretch of text off 

from the conclusion. 

37. The selection of lexical expressions for the surface text was also 

carefully planned. RECURRENCE (cf. IV. 12) is used, as if evoking the ghostly 

re-enactments: ‘ghosts’, ‘haunt’, ‘those’, ‘words’, ‘silences’, ‘not’, ‘we’, ‘they’, 
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‘our’. The first occurrence of ‘words’ and ‘silences’ (line 3) is soon followed by 

‘echoes’ (line 4); later on, the ‘words’ (line 10) and ‘silences’ (line 12) are of a 

very different kind, mocking perhaps those from the domain of ‘love’. The 

recurrence of ‘ghosts’ and ‘haunt’ adds still more emphasis to the imitative 

nature of those activities. Besides recurrence, there is some degree of 

PARAPHRASE and SYNONYMITY (cf. IV.18; VII.41) among ‘undone’, ‘omissions’, 

‘helplessness’, and ‘refusals’. And the arrangement of thematic materials has 

its own patterning of alternation between the predominantly audible—‘words’, 

‘silences’, and ‘echoes’ in lines 3-4, and ‘words’, ‘speak’, silences’, and 

‘refusals’ in lines 10, 12, and 14—and the predominantly visual—‘face’, 

‘arrogance’, ‘thrust’, in lines 6-9, ‘deeds’, ‘act’, ‘flaunt’ in line 10, and 

‘helplessness’ in line 13. Not surprisingly, this alternation becomes swift and 

regular in the last five lines: 10-audible, 11-visual, 12-audible, 13-visual, and 

14-audible. 

38. The various levels we have looked at so far, namely sound, 

syntax/grammar, lexical expression, and their correlations, are eminently 

supportive of the flow of expectations in the actual content and argument of 

the text. The title announces ‘ghosts’ as the TOPIC, activating the global 

knowledge configuration we have called a FRAME (cf. V.16). A reasonable 

‘ghost’-frame might contain common beliefs such as: (a) that ghosts haunt 

houses where something dreadful has been done; (b) that ghosts bear the 

faces of people involved in the dreadful events; and (c) that ghosts re-enact 

the events. These beliefs are of course not stated here, but the NEGATION 

of them in lines 1-7 shows that one would otherwise be inclined to hold such 

beliefs (cf. VII.20). The text contains four occurrences of ‘not’ (lines 2, 6, 10, 

and 11), a limiting ‘only’, and a series of expressions whose definition 

includes some kind of negation or absence: ‘undone’ (line 2), ‘silences’ (lines 

3 and 12) ‘unbreathed’ (line 5), ‘omissions’ (line 9), ‘helplessness’ (line 13), 

and ‘refusals’ (line 14). 

39. Since these denials of common beliefs come unexpectedly, a 

MOTIVATION SEARCH is required to DOWNGRADE them (cf. VII.13). Receivers 
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cannot very well verify beliefs about ‘ghosts’ via recourse to the 49 real 

world” as defined in VII.18.1; the motivation for the text’s assertions cannot 

be “factual” and so must be discovered in terms of the text-world itself. This 

task can be done only if the identity of both the ‘ghosts’ and the group 

designated ‘we’, ‘us’, ‘our’ is established. The latter group can be defined in 

this context as ‘those of us who have left something undone’. The ‘ghosts’ 

can be defined as entities which re-enact the ‘omitted’ events. 

40. A discrepancy arises here (cf. VII.13): how can something be re-

enacted or even known about if it was never done in the first place? The only 

records of such events would be kept in the minds of those who intended or 

wanted to act but failed. If follows that the ghosts’ activities can only be in 

those same minds. Accordingly, the poem’s argument might be downgraded 

into something like: 

[124] People who fail to act at the proper moment will keep on re-enacting 

those occasions in their minds. 

This version would be attained by the sequence of processing steps we have 

outlined: (a) the title and some related expressions activate the ‘ghost’-frame; 

(b) some basic beliefs in that frame are negated; (c) a discrepancy is noticed 

regarding the omitted events; (d) motivation search is instituted to downgrade 

the discrepancies in (b) and (c); (e) the identities of ‘ghosts’ and ‘we’ are 

reconstructed from the available material; (f) both the events and the ghosts 

are identified as located in the minds of the people who fail to act. This 

process entails outward downgrading (cf. VII.13) rather than the backward 

and forward downgrading noted for the ‘gorilla’ text in VII.27.16
 

 41. The ARGUMENT proceeds as follows. The first lines declare the kinds of 

houses that ghosts haunt (1-2). Other possible occasions for haunting are 

denied (lines 2 7), and the opening declaration then returns in a PARAPHRASE 

(lines 7-9). The last five lines are used to develop and re-affirm what has 

already been stated. The ‘words’ and ‘silences’ depicted here supplant those 

rejected (lines 2-5). The ‘deeds we dared not act’ (line 11) look back to 

‘something undone’ (line 2). The ‘helplessness’ (line 13) and ‘refusals’ (line 
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14) are predictable reasons for the various ‘omissions’. The motivation of the 

elaborate expectation patterning on the levels of sound, syntax/grammar, 

and expression now becomes obvious. In the opening stretch of text (1-9), 

the receiver must be motivated to resolve discrepancies; accordingly, the 

planned irregularities and shifts prevent a relaxation of attention and 

processing depth. In the concluding stretch (lines 10-14), the receiver is to 

accept the argument as now established; hence, the various levels become 

regular, and expectations of all sorts are confirmed. What might otherwise 

appear a discrepant and debatable viewpoint attains a subtle but forceful 

inevitability, culminating with the fulfilment of multi-level expectations upon 

the final word ‘haunt’ (VII.31). 

42. In VII.28, we suggested that careful use of expectation flow can be 

supportive of a text producer’s intention. In the ‘gorilla’-text, something 

seemingly human proved to be nonhuman. In the ‘ghosts’-text, the reverse 

happens when nonhuman ‘ghosts’ prove to be human thoughts. In both texts, 

discrepancies are employed to force a recognition of ANALOGIES (cf. V.17), 

such that insights are provided into the human situation. The ‘gorilla’-text is a 

factual news report, and thus committed to the organization of the “real 

world” (VII.18.1). The ‘ghost’-text belongs to the literary type and is thus free 

to present a fundamentally different, alternative world (cf. IX.8). By 

monitoring an undesirable human situation via a frame of beliefs about unreal 

beings, the producer signals that the situation has no real justification. 

People could spare themselves mental re-enactment and regret by acting 

despite hesitation and overcoming ‘nervous silences’ and ‘helplessness’. 

Notice that here again the text receivers are being persuaded by the line of 

argument that they have supplied and reconstructed themselves (cf. VII.28; 

VIII.20). 

43. We hope that our discussion of informativity in this chapter has at least 

raised some worthwhile issues in the study of texts. We have argued that 

informativity, being the extent to which presented materials are new or’ 

unexpected, exerts important controls on the selection and arrangement of 
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options in texts. The usual standard of informativity is a medium degree we 

called “second order”; occurrences of the first order can be upgraded, and 

those of the third order downgraded. We suggested that text producers can 

create a planned flow of expectations in order to uphold interest and fulfil an 

intention, and we undertook to illustrate the claim with two very different 

texts. We conclude that the controls exerted by informativity must be a vastly 

important factor in limiting and motivating the use of particular options in all 

sorts of contexts. 

  

Notes 

1 Cited in Kari Riha, “‘Schntzgrmm.’ Zu Ernst Jandl.” Replik 3/4 1970, 54-56. 

2 The so-called “function words” derive their name from the dominance of 

their contribution to the organization of actual systems over their 

contribution of stable content. This notion of “function” is the basic one in 

systems theory. 

3 Cf. IV.36. In effect, people would be inferring functions on the basis of 

preferential configurations of sense, rather than following the function cues 

in the surface text. The “content words” can thus contribute more to the 

functional organization of a text than the old dichotomy of “content words” 

versus “functions words” would seem to suggest. 

4 The tendencies uncovered by Weinrich may be due to the tendencies of 

textual systems and subsystems to remain STABLE (cf. III.14f.). 

5 Interest is not decided solely by improbability: we must also consider 

factors such as the inherent potential for strong impact on human sensory 

apperception, i.e. SALIENCE (cf. VIII.3); and the importance of an 

occurrence for the apperceiver’s personal goals (cf. VI.12; le Ny & 

Denhière 1980). 

6 The “information state” is only one of several important states in which a 

communicative participant may enter (cf. note 4 to Chapter IV). 

Beaugrande (1979a, b) suggests that humans decide their actions in order 
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to attain or maintain desirable states along various dimensions. The desire 

for interestingness instinctively conflicts with the desire for knownness. 

7 cf. VI.11-16; VII.38; IX.25-8. 

8 For example, one can narrate events out of their original order in time if 

cues of tense, junctives, or time modifiers are employed (cf. IV.38ff.). 

9 See note 2 to this chapter. 

10 On “nonsense”, cf. V.2; VII.14. It follows from our definition there that 

“non-sense” is a matter of receivers’ expectations and prior knowledge, 

and it may well vary from one individual or group to another. 

11 See the examples in VI.2f.; VII.81. 

12 We do not treat definiteness in any detail in this book, since it falls 

between informativity and cohesion (selection of articles). See Beaugrande 

(1980a) for a more extensive discussion. 

13 See again Beaugrande (1980a: 137-44) for details. 

14 Considerations like this why people are motivated to use different 

expressions in referring acts should have been more prominently raised in 

the long dispute over ‘Morning Star/Evening Star’ since Frege (1892) (cf. 

Camap 1947: 119; Quine 1953: 21; Linsky 1971: 83ff.). The issue cannot 

be settled in terms of the names and existence of objects themselves. 

15 We occasionally use the term “grammar/syntax” because the distinction 

between the two notions has been reduced in generative linguistics and 

fades still more in a linguistics of texts. In semiotics, syntax subsumes 

grammar entirely. 

16 Here also, text-world discrepancies are intended to point up 

discrepancies in the “real world” (cf. IV.19; IX.8; X. 16). 

 Chapter VIII 

 Situationality 

 1. The term SITUATIONALITY is a general designation for the factors which 

render a text relevant to a current or recoverable situation of occurrence (cf. 
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I.19f.). Very rarely are the effects of a situational setting exerted without 

MEDIATION: the extent to which one feeds one’s own beliefs and goals into 

one’s MODEL of the current communicative situation (cf. IX.1). The accessible 

EVIDENCE in the situation is fed into the model along with our prior knowledge 

and expectations about how the “real world” is organized (cf. VII.18.1). If the 

dominant function of a text is to provide a reasonably unmediated account of 

the situation model, SITUATION MONITORING is being performed. If the 

dominant function is to guide the situation in a manner favourable to the text 

producer’s goals, SITUATION MANAGEMENT is being carried out. The borderline 

between monitoring and managing is naturally fuzzy and can vary according 

to the views of the individual participants. Indeed, people seem to prefer 

disguising their managings as monitorings, creating the impression that 

things are going the desired way in the normal course of events. For 

instance, the spinster aunt managed the situation with her suitor in sample 

[109] (VI.16) by pretending to only monitor the situation of her nieces. In 

sample [5] (V1.29), Piglet managed a difficult situation by compelling the 

other participant to accept a phoney monitoring. If it had become apparent in 

either case that these monitorings were in reality highly mediated and 

contrary to available evidence, the plans of the monitoring participants would 

have failed. Despite such cases of plan concealment (cf. VI.17), the 

distinction between monitoring and managing, if viewed in terms of 

DOMINANCES, is a useful one.1 

 2. One obvious variety of monitoring would be “simply describing” in the 

sense of Osgood’s (1971) well-known experiments where people were asked 

to describe objects and events presented before them.2 Even here, the texts 

are more than mere “responses” to the “stimuli” of the scene. For one thing, 

people have established beliefs about what is worth NOTICING, i.e., expending 

processing resources on registering and identifying something present. The 

ways in which noticed material is expressed in texts is often influenced by 

NORMAL ORDERING STRATEGIES like those cited in VII.18.2. Erving Goffman 
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(1974) suggests that situations are sorted into various “tracks” of objects or 

events worth “attending” or “disattending”. For instance, some gestures of a 

speaker are deemed significant, e.g., pointing to objects or indicating 

directions, while others are not, e.g., blowing one’s nose. However, normal 

ordering strategies and conventions for distributing attention could be 

overridden by some highly IMPROBABLE (and hence informative) object or 

event. 

3. One very basic kind of improbability would be a disproportion in 

FREQUENCY, as stressed by the statistical approach to information theory (cf. 

VII.2). If a person present does something much more often than normal, 

monitoring is likely to follow: 

[125] “Damn that boy, “ said the old gentleman, “he’s gone to sleep again.” 

“Very extraordinary boy, that, “ said Mr. Pickwick, “does he always sleep in 

this way?” “Sleep!” said the old gentleman, “he’s always asleep. Goes on 

errands fast asleep, and snores as he waits at table.” “How very odd!” said 

Mr. Pickwick. “Ah! odd indeed, “ returned the old gentleman. (Dickens 

1836-37: 55) 

The monitoring may be accompanied by some attempt to account for the 

unusual frequency of events or objects and hence to downgrade it: 

[126] “Look here, sir; here’s a oyster stall to every half-dozen houses. The 

street’s lined with ‘em. Blessed if I don’t think that when a man’s very poor, 

he rushes out of his lodgings, and eats oysters in regular desperation.” 

(Dickens 1836-37: 301f.) 

 Monitoring can also serve to point out some lack of continuity to be 

downgraded, e.g. when people’s actions seem to have no reason: 

[127] The twelve jurors were all writing very busily on slates. “What are they 

doing?” Alice whispered to the Gryphon. “They can’t have anything to put 

down yet, before the trial’s begun.” “They’re putting down their names, “ the 

Gryphon whispered in reply, “for fear they should forget them before the 
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end of the trial.” “Stupid things!” Alice began in a loud indignant voice. 

(Carroll 1960: 144f.) 

The Gryphon downgrades the seemingly unmotivated action and elicits 

another monitoring. Alice’s exclamation “Stupid things!” is typical of how 

SALIENT objects and events are likely to be monitored (i.e. those which 

represent striking extremes on some scale).3 Salience may be subsequently 

downgraded into a predictable standard: 

[128] “What curious attitudes he goes into!” (For the Messenger kept 

skipping up and down, and wriggling like an eel) …“Not at all”, said the 

King. “He’s an Anglo-Saxon Messenger and those are Anglo-Saxon 

attitudes.” (Carroll 1960: 279) 

Fillmore (1977) suggests that salience affects surface formatting. Salient 

objects are readily assigned to the subject or direct object slots of English 

sentences to bring them into a prominent perspectives .3a
 

4. Situation monitoring as observed in our samples is akin to PROBLEM-

SOLVING as treated in III.17. The text producer notices some non-expected 

object or event and makes it the TOPIC of the text. There are two normal 

outcomes. Either the matter is left as observed—as ‘odd’ in [125] or ‘stupid’ 

in [127]— or a means is found to downgrade it such that it does not appear to 

be a violation of expectations after all—the outcome in [126] and [128] ([127] 

remaining in dispute). On the face of it, only the latter outcome would seem 

to actually solve the problem by integrating the occurrence. But by simply 

commenting on non-expected occurrences, the participants re-affirm their 

own standards and seek similar affirmation from the others. Hence, 

expectations are validated at the very moment when they seem to have 

failed in a confrontation with an actual situation. Such a process belongs to 

the means for NEGOTIATING the socially accepted model of reality and its 

norms (cf. VII.18.1). Situation monitoring is thus extremely likely whenever 

different participants have opposed notions about what is going on: 

[129] 1ST SERVANT: Will’t please your lordship drink a cup of sack? 

2ND SERVANT: Will’t please your honour taste of these conserves? 
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3RD SERVANT: What raiment will your honour wear to-day?  

SLY: I am Christophero Sly; call not me ‘honour’ nor ‘lordship.’ I ne’er 

drank sack in my life; and if you give me any conserves, give me 

conserves of beef. Ne’er ask me what raiment I’ll wear; for I have no 

more doublets than backs, no more stockings than legs, nor no more 

shoes than feet ... 

LORD: Heaven cease this idle humour in your honour! O that a mighty 

man of such descent, of such possessions and so high esteem, Should 

be infused with so foul a spirit! 

SLY: What, would you make me mad? 

(Taming of the Shrew, Induction [sic] ii 2-17) 

Until some agreement is reached, even very basic human goals in [129], the 

provision of drink, food, and clothing may be suspended while the 

participants keep asserting their own outlooks. Notice the tendency to 

consider people ‘mad’ (insane) who arrive at a divergent view on the “real” 

situation another mechanism for defending society’s expectations. 

5. Departures from the evidence of the situation are, however, allowed for 

certain text types, notably dramatic texts. As a subclass of literary texts, 

dramatic texts have the prerogative of presenting alternative organizations 

for objects and events (cf. IX.8); due to their mode of live presentation, they 

draw the receivers into a situation whose monitoring often requires 

extremely high mediation (in the sense of VIII.1). Dramatic texts usually 

provide an “exposition” early on to specify the kind and extent of mediation 

needed. The most famous example might be Shakespeare’s Prologue to 

King Henry the Fifth (lines 19-31): 
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   [130] Suppose within the girdle of these walls 

 Are now confin'd two mighty monarchies, 

 Whose high upreared and abutting fronts 

 The perilous narrow ocean parts asunder. 

 Piece out our imperfections with your thoughts: 

 Into a thousand parts divide one man, 

 And make imaginary puissance; 

 Think, when we talk of horses, that you see them 

 Printing their proud hoofs i' th' receiving earth; 

 For 'tis your thoughts that now must deck our kings, 

 Carry them here and there, jumping o'er times, 

 Turning th' accomplishment of many years 

 Into an hour-glass; 

Although dramatic texts are a special sub-type, they nonetheless provide 

illuminating demonstrations of how situational evidence can be negotiated by 

participants in social interaction (cf. Goffman 1974). 

6. Situation monitoring can be simplified by the use of PRO-FORMS rather 

than conceptual names for objects or events present. Halliday and Hasan 

(1976) suggest the term EXOPHORA for this usage (in analogy to “anaphora” 

and “cataphora”, cf. IV.22ff.). Exophora is not strictly co-reference (IV.21), 

since there is no other expression in the text besides the pro-form; one could 

argue that there is some corresponding expression held in active storage 

without being uttered, but this argument is certainly contestable. 

7. The first and second person pronouns are by nature exophoric, singling 

out the text producer and receivers, and sometimes signalling their social 

relationship: 

[131]  2ND CITIZEN: Nay, I beseech you, sir, be not out with me; yet, if you be 

out, I can mend you. 

MARULLUS: ‘What mean’st thou by that? Mend me, thou saucy fellow! 

(Julius Caesar I i 16-19) 
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The workman must say ‘you’ to the government official, who responds with 

‘thou’ to show social dominance (cf. Brown & Gilman 1960). Exophora can 

designate other participants besides producer and receiver, for instance, via 

third-person pronouns or DEICTICS (“pointing words”) like ‘this’ and ‘that’: 

[132] CASSIUS: This is Trebonius. 

BRUTUS: He is welcome hither. 

CASSIUS: This, Decius Brutus. 

BRUTUS: He is welcome too. 

CASSIUS: This, Casca; this, Cinna; and this Metellus Cimber. 

BRUTUS: They all are welcome. (Julius Caesar  II 194-97) 

In [132], Cassius first identifies men not recognizable from outward evidence 

because ‘their hats are pluck'd about their ears, and half their faces buried in 

their cloaks’. Once identity is clarified, Brutus can use the simple anaphoric 

pro-forms ‘he’ and ‘they’; the reverse order, with pro-form before deictic, 

would be extremely bizarre. Deictics are useful for pointing to an entire 

situation or set of events: 

[133] HARDCASTLE: This may be modern modesty, but I never saw 

anything look so much like old-fashioned impudence. (Goldsmith 1773:29) 

Mr Hardcastle is designating all of the actions of his guests since the time of 

their arrival. 

8. We proposed in VIII.1 the term SITUATION MANAGEMENT for the use of 

texts in discourse to steer the situation toward the participants’ goals. We 

noted that the border between monitoring and management is fuzzy and can 

best be described in terms of dominances. Monitoring, we suggested, is 

typically done when the situation fails to match expectations, so that the text 

producer’s goal is predominantly to resolve discrepancies and discondnuities 

or at least to reaffirm expectations (VIII.4). In management, there are 

superordinate goals of the kind we saw in the conversation between the 

spinster aunt and the vacuous Mr Tupman (cf. VI.16ff.). For example, goals 

provide heavy mediation when totally disparate monitorings are made of the 
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same situation or event, in this case a primary election in Florida (Gainesville 

Sun 15 Oct. 1979): 

[134] Kennedy supporters term the Florida showing “one of the greatest 

political upsets of the century”. 

[135] “They put in the best they had and we put in the best we had and we 

beat them and beat them bad”, offired Jody Powell [Carter supporter]. 

Obviously, both sides could not be right, and their goals are so unmistakable 

that management totally dominates monitoring. Notice the heavy 

RECURRENCE in Powell’s statement, intended to reinforce his version (cf. 

IV.13). A still more decisive example was provided by armed men confronting 

the drivers of a money convoy with (Gainesville Sun 20 Dec. 1978): 

[136] This is a hold up. We’re not kidding. 

They are describing the situation solely in terms of their ‘steal money’ plan, 

hoping that firearms would override everyone else’s version of the situation.4 

9. Such samples lead us to conclude that situation management can be 

profitably explored in terms of PLAN theory (cf. VI.iiff.). The stabilized plans 

often called SCRIPTS are developed only for situations whose management is 

routinely demanded in a given society (VI.14f.). In other situations, 

participants must adapt to a range of variable factors and protect their goals 

as best they can. They can scan texts from other participants to recognize 

the latter’s goals (cf. Allen 1979). Or they can simply postulate DEFAULT goals 

by assuming that most other people will have the same desires as they do 

themselves.5 If resources are too limited for fulfilling every participant’s goals, 

CONFLICT can be expected to result (cf. Wilensky 1978a).6 As is evident in the 

statements from the supporters of Ted Kennedy [134] and Jimmy Carter 

[135], conflicting goals lead to conflicts in how the same event or situation is 

monitored. 

10. Since many goals are not obtainable through the actions of one agent, 

situation management must entail GOAL NEGOTIATION: methods of obtaining 

the compliance and cooperation of others. Schank and Abelson (1977) 

discuss a set of PLANBOXES
7 containing plans frequently used in goal 
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negotiation. You might simply ASK other people to do things or to give you 

something. You might INVOKE some THEME—where “invoking” is a discourse 

action of mentioning what is already known, as opposed to “informing” 

something new (cf. IV. 54); and a “theme” is a topic recurring in various parts 

of a discourse, e.g., long-standing friendship or special fondness for the item 

you want. You might INFORM the people of a REASON (1.8) why they should be 

co-operative (or, if the reason is already known, you INVOKE it). You could 

BARGAIN to do them a FAVOUR in return, or you could BARGAIN to give them 

some OBJECT they would desire. If all these discourse actions (V1. I 1) FAIL, 

you could THREATEN people, OVERPOWER them, or STEAL what you want. 

When a planner moves down this list toward steadily more extreme actions, 

we can use the term PLANBOX ESCALATION.” Such escalation could occur 

within a single planbox as well. You could make your ask, invoke theme, or 

inform reason more detailed. You could raise a bargain by offering bigger 

favours or more valuable objects. You could threaten steadily more violent 

actions, or intensify overpower with more destructive weapons. 

11. Like many other procedures,9 planbox escalation entails a trade-off. 

The planner must find a balance between EFFICIENCY (ease. minimum effort) 

and EFFECTIVENESS (maximum success chances) that will be APPROPRIATE to 

the situation and to the participants’ roles (cf. I.23). Asking, invoking, and 

informing are easy and demand no expenditure except of the processing 

resources needed to produce the text. Bargaining commits you to an 

expenditure of material resources, but it provides a greater incentive in many 

cases (it might, however, offend close friends by suggesting that they won’t 

help out without reward). Threatening, overpowering, and stealing commit 

you to an expenditure of physical resources, but they suppress further 

negotiation; their real disadvantage is that they render the goal unstable (cf. 

Wilensky 1978a: 253), because people will often try to avenge themselves or 

recover their property. Most societies have institutional measures for 

discouraging the extreme planboxes of overpowering and stealing. 

Threatening is easier to carry out and conceal, but also highly problematic 
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(cf. Apeltauer 1977). Once compliance has been refused, the threatener has 

little to gain by carrying out the threat, and the goal will usually remain as far 

away as ever. If threatened people don’t believe in your ability to carry out 

the threat, it matters little whether you can or not—your goal will not be 

reached. 

12. Planbox escalation is therefore a normal response to continued failure, 

but must be kept within limits. Wilensky (1978a: 28) proposes to model the 

computer understanding of simple stories upon knowledge about escalation, 

e.g.: 

[137] John wanted Bill’s bicycle. He walked over to Bill and asked him if he 

would give it to him. Bill refused. Then John told Bill he would give him five 

dollars for it, but Bill would not agree. John told Bill he would break his arm 

if he didn’t let him have it. Bill let John have the bicycle. 

Bill’s continued blocking of John’s ’have-bicycle’-goal leads to a steady 

escalation from ask to bargain object to threaten. Notice that our knowledge 

of plans and goals enables us to sort out the vague pro-forms (‘he would give 

him’; ‘he would break his arm if he’). John’s goal is at length attained, but Bill 

will hardly be disposed toward co-operation in the future, and he may attempt 

to get his bicycle back. In [138], Tom Sawyer ASKS for another boy’s name 

and, upon refusal, immediately escalates to THREATEN: (Twain 1922: 7f.) 

[138]  “What’s your name?” 

“Tisn’t any of your business, maybe.” 

“Well I allow I’ll make it my business.” 

“Well why don’t you?” 

“If you say much, I will.” 

“Much—much—much. There now.” 

“Oh, you think you’re mighty smart, don’t you? I could lick you with one 

hand tied behind me, if I wanted to.” 

“Well why don’t you do it? You say you can do it.”  

Predictably enough, the encounter ends with a fist-fight (a recourse to 

OVERPOWER). Although Tom finally does ‘lick’ the other boy, the name is 
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never revealed. INVOKING a spirit of courtesy and comradeship, or BARGAINING 

a favour might have worked better. 

13. We shall now essay to describe situation management in terms of 

planned negotiation and escalation. By analysing a goal-directed 

conversation, we shall undertake to extract some plausible strategies of 

situation management. We make no claim that these strategies would work 

in all cases or would cover all discourse actions. The implementation of any 

one strategy might be performed with a range of possible texts or even of 

non-verbal actions. The fitting of strategies to the actual situation would be 

an instance of PROCEDURAL ATTACHMENT as defined in III.19. 

14. Our demonstration text is the celebrated occasion in The Adventures 

of Tom Sawyer (Twain 1922: 16ff.) where Tom has been ordered to 

whitewash a fence on Saturday, the very time he longs to be engaged in 

leisure activities. He is not an industrious boy to begin with, to say the least, 

and will have to endure the additional torment of other boys passing down 

the street near the fence on their way to sports. We listen in at the point 

where Tom has begun whitewashing, and a neighbour lad Ben happens to 

come along:10
 

[139]  [1] Ben stared a moment, and said: 

[2] “Hi-yi! You’re up a stump, ain’t you?” 

[3] No answer. [4] Tom surveyed his last touch with the eye of an artist, 

then he gave his brush another gentle sweep and surveyed the result, 

as before. [5] Ben ranged up alongside of him. [6] Tom’s mouth 

watered for Ben’s apple, [7] but he stuck to his work. 

[8] Ben said: [9] “Hello, old chap, 

[10] you got to work, hey?” 

[1] Tom wheeled suddenly and said: 

[12] “Why, it’s you, Ben! I warn’t noticing.” 

[13] “Say, I’m going in a-swimming, I am. [14] Don’t you wish you could? 

[15] But of course you’d druther work wouldn’t you? ‘Course you 

would!” 
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[16] Tom contemplated the boy a bit, and said: 

[17] “What do you call work?” 

[18] “Why, ain’t that work?” 

[19] Tom resumed his whitewashing, 

[20] and answered carelessly: 

[21] “Well, maybe it is, and maybe it ain’t. [22] All I know is, [23] it suits 

Tom Sawyer.” 

[24] “Oh come now, you don’t mean to let on that you like it?” 

[25] The brush continued to move. 

[26] “Like it? [27] Well, I don’t see why I oughtn’t to like it. [28] Does a 

boy get a chance to whitewash a fence every day?” 

[29] That put things in a new light. [30] Ben stopped nibbling his apple. 

[31] Tom swept his brush daintily back and forth stepped back to note 

the effect—added a touch here and there—criticized the effect, ag—ain 

[32] Ben watching every move and getting more and more interested, 

more and more absorbed. [33] Presently he said: 

[34] “Say, Tom, let me whitewash a little.” 

[3 5] Tom considered, [36] was about to consent; [37] but he altered his 

mind: 

[38] “No—no—I reckon it would hardly do, Ben. [39] You see, Aunt 

Polly’s awful particular about this fence—right here on the street, you 

know but if it was the back fence I wouldn’t mind and she wouldn’t. [40] 

Yes, she’s awful particular about this fence; [41] it’s got. to be done 

very careful; [42] I reckon there ain’t one boy in a thousand, maybe two 

thousand, that can do it the way it’s got to be done.” 

[43] “No—is that so? [44] Oh come, now— [45] lemme just try [46] Only 

just a little— [47] I’d let you, if it was me, Tom.” 

[48] “Ben, I’d like to, honest injun; [49] but Aunt Polly—[50] well, Jim 

wanted to do it, but she wouldn’t let him; [51] Sid wanted to do it, but 

she wouldn’t let Sid. [52] Now don’t you see how I’m fixed? [53] If you 

was to tackle this fence and anything was to happen to it  
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[54] “Oh shucks, I’ll be just as careful. [55] Now lemme try. [56] Say —I’ll 

give you the core of my apple.” 

[57] “Well, here— [58] “No, Ben, now don’t. [59] I’m afeard—” 

[60] “I’ll give you all of it!” 

[6i] Tom gave up the brush with reluctance in his face, but alacrity in his 

heart. 

15. This situation is decisively more elaborate than the samples we have 

explored so far. In contrast to the conversation between Mr Tupman and the 

aunt (in VI.16ff.), the participants in this scene are not previously disposed to 

cooperate. To obtain his own goal of relaxing rather than working, Tom must 

manage the situation such that Ben will set up an artificially induced goal of 

being allowed to whitewash. Whereas Mr Tupman was expected only to 

accept beliefs, Ben will have to expend substantial physical resources that he 

would not normally exert of his own free will. The negotiation must be 

correspondingly intricate and well-planned. 

16. The first step to open an interactive situation is that the participants 

NOTICE each other in the sense of VIII.2. Ben ‘stares’ at Tom ‘a moment’ 

[139.1] before the conversation begins. The initial text [139.2] illustrates a 

common strategy: 

Strategy 1: Use a situation monitoring to begin a discourse. 

 One very common example is to open with a remark about the weather. 

Such a remark is low in informativity, since most people can see for 

themselves what the weather is like, but at least conflicting opinions aren’t 

likely (cf. VIII.4). A weather monitoring can be UPGRADED by assuming that a 

more informative occurrence Will ensue, as shown here (Wilde 1956: 14): 

[140]  JACK: Charming day it has been, Miss Fairfax. 

GWENDOLYN: Pray don’t talk to me about the weather, Mr. Worthing. 

Whenever people talk to me about the weather, I always feel certain 

that they mean something else. And that makes me so nervous. 

JACK: I do mean something else. 

And [140] is in fact followed up by nothing less than a marriage proposal. 
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17. Ben’s opening monitor-text is highly MEDIATED by his own outlook on 

work (cf. VIII.1), as compared with something like: ] 

[139.2a] “Hi! You got to whitewash that fence, don’t you?” 

Mediated monitorings are problematic when receivers do not share the 

outlook of the text producer (cf. VI.18). The receivers then have several 

options: 

Strategy 2: If someone else’s monitoring does not match your own outlook, do 

not accept it. You may: (a) reject it outright; (b) question it; (c) ignore it; or (d) 

replace it with your own monitoring. 

The selection of one of the options (a) through (d) would depend in part on 

the social dominance among participants and the rate of escalation that 

your plan calls for. A highly dominant participant not worrying about possible 

escalation would be prone to use outright rejection (a): 

[141] “Being so many different sizes in a day is very confusing.” “It isn’t, “ 

said the Caterpillar. (Carroll 1960: 68) 

The number of situations where outright rejection is advisable is not large. 

Utterances of rejection are most common in closely-knit social groups where 

participants are not likely to take serious offence, e.g.: 

[142] Nonsense! 

[143] You’re way off! 

[144] Are you out of your mind? 

In other kinds of groups, more indirect negotiation is usually done with the 

questioning option (b), e.g.: 

[145] Are you sure? 

[146] What makes you think so? 

[147] Couldn’t we see that another way? 

18. Since Tom’s goal requires Ben’s willing cooperation, he can’t fit the 

rejection option (a) of Strategy 2 into his plan. Instead, he selects the other 

three: ignoring the monitoring [139.3], questioning it [139.17], and eventually 

replacing it [139.26-8]. The “ignoring” option is particularly suitable for the 
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opening phase of a conversation, since one can always claim not to have 

noticed the other participants, and can thus escape seeming rude. Tom’s ‘no 

answer’ [139.3] is accordingly a realization of Strategy 2(c). This option also 

fits with a THEME he will INVOKE many times later on: that whitewashing is a 

skilled and difficult activity. He pretends to be so engrossed [139.4] that his 

attention is not free for conversation (cf. VII.1). This state is intended to 

upgrade the activity from a tedious, everyday one into a valuable rare one.11 

A general strategy for deciding when to perform upgrading could be: 

Strategy 3: To encourage planbox escalation, upgrade the object or event that 

you are being asked to give or perform. 

This strategy is prominent and successful in our sample, at least. 

19. Ben realizes that his monitoring is not being acknowledged. He 

‘ranges up alongside of’ Tom [139.5] to make noticing more probable. What 

is in fact noticed is his apple, causing Tom to set up a SUBGOAL ‘have apple’ 

[139.6] (this subgoal will be watching for an opportunity to assert itself in the 

course of the interaction). Ben applies another strategy: 

Strategy 4: If your monitoring is not accepted, replace it with a less mediated 

version. 

This strategy is based on the assumption that participants are more likely to 

agree when a text follows the available evidence more closely. Ben repeats 

his greeting [139.9] in case he hasn’t been noticed, and then replaces his 

monitoring [139.2] with a less mediated version [139.10]. Tom is now willing 

to notice Ben [139.11], but not to accept the less mediated monitoring he 

wants a version mediated toward his own plan. He pursues his upgrading 

theme by claiming that he ‘warn’t noticing’, presumably being too enthralled 

by his whitewashing [139.12]. 

20. Now that the conversation has gotten under way, Ben monitors his 

own situation and plans [139.13]. His next remark [139.14] illustrates this 

strategy (cf. VIII.9). 

Strategy 5: Project your own desires and goals onto other participants except 

where there is evidence to the contrary. 
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 Feeling secure of his opinion, Ben ironically assigns to Tom an outlook 

deemed highly improbable [139.15]; he answers his own question (‘wouldn’t 

you? ‘Course you would!’) to flaunt its absurdity. At this point, Tom shifts to 

the “questioning” option (b) of Strategy 2 [139.17], and applies it in 

combination with another strategy: 

Strategy 6: When the monitorings of participants fail to match, negotiate the 

sense of the topic concepts involved. 

In this case, the topic concept to be negotiated is ‘work’ as a proposed 

description of Tom’s current activity [139.18]. Tom cannot reject this concept 

outright (Strategy 2(a)), since he could sacrifice his believability. He therefore 

leaves the question of applying the concept entirely open by attaching 

&maybe’ to a statement of each possibility [139.21]. A strategy for this tactic 

might be: 

Strategy 7: If your own plan-directed monitoring would be disbelieved, don’t 

advance it, but don’t commit your self to its opposite either. 

The monitoring cannot be contradicted as long as it has not been asserted. 

Apparently, text receivers are more easily persuaded by content which they 

have to infer or supply themselves (cf. I.16; VII-28, 42). Tom has already 

resumed his whitewashing’ [139.19] as if he couldn’t bear to be deprived of it 

for a moment. He limits himself to asserting that the activity ‘suits’ him, which 

is all he needs to ‘know’ [139.23]. His use of his own full name rather than 

the pro-form ‘me’ might suggest that whitewashing is flattering to his social 

role at large. 

21. It is now Ben’s turn to apply the “questioning” option (b) of Strategy 2, 

since the notion that Tom ‘likes’ the job [139.24] is incompatible with Strategy 

5 as well as with common knowledge about Tom’s disposition fir idelness. 

Tom’s response [13 9.26-27] follows a modified version of Strategy 7: 

Strategy 8: If your monitoring might be disbelieved, don’t advance it directly, 

but ask others for reasons why it would not be plausible. 

Tom thus proclaims himself unable to find a reason why he ‘oughtn’t to like it’ 

[139.27]. He goes on to upgrade the task as being available only on rare 
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occasions [139.28]. His choice of expressions supports the upgrading by 

suggesting that the task is a ‘chance’ for enjoyment rather than a chore. 

22. As we can see, Tom’s monitorings, in contrast to Ben’s, have all been 

dominated by managing (cf. VIII.1). He has succeeded in ‘putting’ the 

situation ‘in a new light’ [139.29] while seeming to do nothing more than 

monitor available evidence. The outcome is a CONCORD of goals (Wilensky 

1978a), in which both participants want Ben to be doing the whitewashing. 

Ben already focuses his attention so heavily on Tom’s motions [139.31-32] 

that the apple-eating is forgotten [139.30] (cf. definition of “attention” in 

VII.1.). Tom’s intricate motions [139.31] are intended to invoke once more the 

upgrading theme (VIII.18) by imitating an ‘artist’ [139.4]. 

23. Ben first advances his newly-created goal with an ASK [139.34]. At this 

point, Tom could hand the brush over, and his own main goal would be 

attained. But he would destroy his subgoal ‘have apple’, set up early in the 

scene (cf. VIII.19) if he accepted Ben’s ASK.11a. He therefore follows Strategy 

3 in order to encourage planbox escalation. A specific strategy in this case 

would be: 

Strategy 9: If you desire objects or favours from  people, reject any ASK, 

INVOKE THEME, and INFORM REASON until planbox escalation reaches 

BARGAINS. 

This strategy must be applied carefully to prevent two undesirable outcomes: 

(a) the people may abandon their goals at once; or (b) escalation may shoot 

past the BARGAIN stage into the violent extremes. In sample [137], Bill clung 

to his bicycle so long that he nearly got hurt and lost it anyway, whereas he 

might have at least obtained a bargain value of five dollars. In sample [138], 

the ASK was rejected so emphatically that escalation immediately moved to 

THREATEN, You must be able to judge other people’s patience and the 

extent to which they are willing to pursue their goals. A corresponding 

strategy might be: 

Strategy 10: Prevent goal abandonment or extreme escalation by showing 

indecision in your refusals.12
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Tom signals his indecision both by gestures or facial expressions [139.35, 

36, 61] and by utterances [139.38-39, 48, 52-53, 57-59]. 

24. To motivate his initial rejection of Ben’s ASK, Tom INVOKES THEMES and 

INFORMS REASONS. His first REASON is Aunt Polly’s strong concern for a 

conspicuous fence along the street in front of her house [139.39]. This tactic, 

which will be used again (cf. VIII.26), seems to represent a strategy like this: 

Strategy 11: To upgrade your contribution and steer escalation toward a good 

BARGAIN, INFORM or INVOKE outlooks of people who are absent and can’t 

contradict you, so that you will not seem unreasonable or greedy.13
 

Aunt Polly’s purported outlook supports the now familiar THEME about the skill 

and artistry required to whitewash a fence (VIII.18). For added effect, Tom 

follows up with a RECURRENCE [139.40] (cf. IV.12ff) and then a PARAPHRASE 

[139.41] (cf. IV.18f) of his previously presented material. His culmination is 

comparing himself (‘one boy’) to ‘a thousand’ or even ‘two thousand’ less 

competent boys [139.42]. These numerical proportions suggest the 

dimensions which a truly adequate bargain ought to meet and make a mere 

apple seem like a bargain. 

25. If a claim such as [139.42] had been made earlier in the conversation, 

it would doubtless have been energetically rejected by Ben. But thanks to 

extensive development of the upgrading theme, Ben shows only momentary 

scepticism [139.43-44] and then returns to his ASK with a partial limitation 

(‘only just a little’) [139.45-46]. A corresponding strategy could be: 

Strategy 12: To encourage co-operation, downgrade the expenditure of time 

and resources that others must make to further your goal. 

In [137], John might have persuaded Bill to relinquish the bicycle for a few 

minutes rather than permanently. 

26. Ben’s next discourse action [139.47] might be both INVOKE THEME (that 

Ben and Tom are old friends) and INFORM REASON (that Tom should be as 

generous as other people would be in the same circumstances). Tom follows 

suit by assuming the role of a helper anxious to remove obstacles to Ben’s 

goal. Though disposed to help out, Tom reverts to his upgrading theme, this 
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time comparing himself to two known persons (‘Jim’, ‘Sid’) rather than to 

‘thousands’ of unknown ones—a further realization of Strategy 11 (cf. 

VIII.24). Again, RECURRENCE is deployed as reinforcement, with the 

experience of ‘Jim’ and ‘Sid’ expressed in almost identical terms [139.50-51]. 

Ben is led to suppose that whitewashing would therefore elevate him also 

over Jim and Sid. From here, Tom moves yet once again to his upgrading 

theme by indicating that something bad would ‘happen’ if a less talented boy 

were to ‘tackle this fence’ [139.53]. 

27. Of course, all of Tom’s discourse actions are designed to prompt Ben 

into a BARGAIN OBJECT with the apple. Ben remains obtuse for a minute, 

renewing his ASK with a promise to ‘be just as careful’ as Tom [139.54-55]. 

Finally, it occurs to him to offer a BARGAIN [139.56], though the apple core is 

understandably not Tom’s goal. Accordingly, Tom falls back on Strategy 10 

and manifests his indecision by first assenting [139.57] and then refusing 

[139.58]. As he begins anew on his outworn upgrading theme [139.59], Ben 

interrupts (no doubt sick of hearing about it) with an escalated bargain object 

for the whole apple [139.60]. Having obtained both his major goal and his 

subgoal, Tom at last agrees, not forgetting to signal reluctance with a facial 

expression [139.61] and thus to uphold his theme to the very end; perhaps 

too much rejoicing on Tom’s part would have alerted Ben even now to the 

extent of manipulation being perpetrated. Impressed by the success of his 

plan, Tom stabilizes it into a SCRIPT and practises it on all the boys passing 

by, so that, ‘if he hadn’t run out of whitewash, he would have bankrupted 

every boy in the village’ (Twain 1922: 18). 

28. This chapter has been devoted to describing some significant ways in 

which texts are correlated with discourse actions and applied to a situation. 

The correlations involved are far from simple reflections of the apperceivable 

evidence in the situation alone. Instead, the content of texts is usually 

removed via MEDIATION from the evidence according to the producer’s 

outlook, beliefs, plans, and goals. Whether a text is acceptable may depend 

not on the “correctness” of its “reference” to the “real world,” but rather on its 
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believability and relevance to the participants’ outlook regarding the situation. 

We have argued that discourse actions can be viewed as realizations of 

general strategies for monitoring and managing all sorts of situations in which 

people communicate and interact. 

  

 Notes 

1 The notions of “monitoring” and “managing” as used here are common in 

automatic data processing, but not well developed in linguistics so far. 

2 To be precise, Osgood’s experiments entailed both “describing” and 

“narrating” (in the senses set forth in IX.6), because both situations and event 

sequences were involved. 

3 On salience, cf. Kintsch (1977a: 397ff.). See also note 5 to Chapter VII.31 

This approach finally allows a satisfactory explanation of the much discussed 

sentence pairs like ‘I smeared the wall with mud’ versus ‘I smeared mud on 

the wall’: the element in the direct object slot is given more prominence than 

that in the prepositional phrase. Hence, one assumes that the first sentence 

of the pair implies the entire wall was smeared (cf. Fillmore 1977:79).  

4 On the use of firearms in re-defining situations, cf. Goffman (1974:447). 

5 On desirability, cf. VI.13; note 6 to Chapter VII. 

6 Wilensky distinguishes between cases where one agent has conflicting goals 

(“goal conflict”) and cases where goals of two or more agents work against 

each other (“goal competition”). The latter type of case is computationally 

more interesting and hence is used more often in stories (cf. Beaugrande & 

Colby 1979). We shall see both types in sample [19] below. 

7 Schank & Abelson (1977: 90) define “planboxes” as a “key action that will 

accomplish the goals”, plus three kinds of “preconditions”: “controllable”, 

“uncontrollable”, and “mediating”. They would view “escalation” as a means 

for creating “mediating” preconditions (see note 8 to this chapter). 

8 Schank & Abelson (1977: 90) speak of “invoking some other planbox farther 

up the scale of potential benefit or potential danger” in order to create some 

“mediating precondition” for a goal, e.g. “willingness”. 
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9 Cf. IV.29, 37; V.15. 

10 The numberings in this sample mostly follow the borderlines of actions and 

discourse actions rather than single sentences, as far as we could determine. 

Sentence boundaries can be used as boundaries of discourse actions, but 

there is no obligation to do so. There are a number of regional dialect forms: 

‘warn’t’ [12] = ‘wasn’t’; ‘a-swimming’ [13] = ‘swimming’; ‘druther’ [15] = ‘would 

rather’; ‘lemme’ [45] = ‘let me’; ‘honest injun’ [48] = ‘honest as an Indian’ (an 

avowal of one’s truthfulness); ‘afeard’ [59] = ‘afraid’. 

11 Notice that Tom never actually describes his action in such terms; the 

closest he comes is in [139.28]. In VIII.20, we suggest a strategic rationale 

for Tom’s actions (what isn’t asserted can’t be contradicted). 

11a This is a case of “goal conflict” in the sense of Wilensky (1978a); see note 6 

to this chapter. 

12 As recently witnessed by one of the authors (RdB), sellers are prone to 

intersperse into their negotiations utterances like: ‘I don’t believe I really want 

to sell it, sir.’ The utterances are not of course intended to be taken seriously, 

but only to drive up the price of the sale. However, in this case the 

prospective RdB did take them seriously and abandoned the negotiation 

altogether. 

13 This manoeuvre is used in a memorable scene in Molière’s play The Miser 

(L’Avare) Act II, Scene i. 

Return to main page of  
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Chapter IX 

 Intertextuality 

  

 1. We introduced the term INTERTEXTUALITY in I.21f to subsume the ways 

in which the production and reception of a given text depend upon the 

participants’ knowledge of other texts. This knowledge can be applied by a 

process describable in terms of MEDIATION (the extent to which one feeds 

one’s current beliefs and goals into the model of the communicative situation, 

cf. VIII.1): the greater the expanse of time and of processing activities 

between the use of the current text and the use of previously encountered 

texts, the greater the mediation. Extensive mediation is illustrated by the 

development and use of TEXT TYPES, being classes of texts expected to have 

certain traits for certain purposes. Mediation is much smaller when people 

quote from or refer to specific well-known texts, e.g., famous speeches or 

works of literature. Mediation is extremely slight in activities such as replying, 

refuting, reporting, summarizing, or evaluating other texts, as we find them 

especially in CONVERSATION. 

2. The question of TEXT TYPES offers a severe challenge to LINGUISTIC 

TYPOLOGY, i.e. systemization and classification of language samples. In older 

linguistics, typologies were set up for the sounds and forms of a language (cf. 

11. 19). More recently, linguistics has been preoccupied with typologies of 

sentences. Another approach is the construction of cross-cultural typologies 

for languages of similar construction (cf. Romportl et al. 1977). All of these 

typologies are devoted to VIRTUAL SYSTEMS, being the abstract potential of 

languages; a text typology must deal with ACTUAL SYSTEMS in which 

selections and decisions have already been made (cf. III.12). The major 
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difficulty in this new domain is that many actualised instances do not 

manifest complete or exact characteristics of an ideal type. The demands or 

expectations associated with a text type can be modified or even overridden 

by the requirements of the context of occurrence (cf. VII.18.7). In a larger 

perspective, of course, discrepancies between ideal language types and 

actual occurrences are always immanent. The issues in phonetics, for 

instance, are not yet resolved by constructing a typology of phonemes. And 

individual languages have their own versions of the types they share (cf. 

Skalička 1977). 

3. In 1972, a colloquium on text types was held at the University of 

Bielefeld, Germany (proceedings in Gülich & Raible (eds.) 1972). Attempts to 

apply or convert traditional linguistic methods failed to meet the special 

needs of a typology of texts. We might count the proportions of nouns, verbs, 

etc. or measure the length and complexity of sentences (cf. Mistrík 1973; 

Grosse 1976) but without really defining the type—we need to know how and 

why these traits evolve. Statistical linguistic analysis of this kind ignores the 

functions of texts in communication and the pursuit of human goals. 

Presumably, those factors must be correlated with the linguistic proportions 

(Schmidt 1978: 55). 

4. Siegfried J. Schmidt (1978: 55) envisions “two basic possibilities” for the 

study of text types. One can either start out with the traditionally defined 

types as observable objects and try to reconstruct them via a consistent text 

theory; or one can begin with a text theory which sets up theoretical types to 

be compared with empirical samples. For a science of texts as human 

activities, it is impossible to dispense with the traditional text types that 

people actually use as heuristics in the procedures of production and 

reception. If our typology turns out to be fuzzy and diffuse, it is only reflecting 

the state of affairs in real communication. 

5. A typology of texts must be correlated with typologies of discourse 

actions and situations. Unless the appropriateness of a text type to its 

setting of occurrence is judged (cf. I.23), the participants cannot even 
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determine the means and extent of upholding the criteria of textuality. For 

example, the demands for cohesion and coherence are less strict in 

conversation (cf. VI.2ff.), while they are elaborately upheld in scientific texts 

(cf. Huddleston 1971). In poetic texts, cohesion can be sporadically 

reorganized along non-conventional principles (cf. IX.9). If these various 

types were presented in inappropriate settings, communication would be 

disturbed or damaged. 

6. Some traditionally established text types could be defined along 

FUNCTIONAL lines, i.e.’ according to the contributions of texts to human 

interactions We would at least be able to identify some DOMINANCES, though 

without obtaining a strict categorization for every conceivable example. 

DESCRIPTIVE texts would be those utilized to enrich knowledge spaces whose 

control centres are objects or situations. Often, there will be a frequency 

of conceptual relations for attributes, states, instances, and 

specifications. The surface text should reflect a corresponding density of 

modifiers. The most commonly applied global pattern would be the FRAME 

(cf. V.16; VII.38). NARRATIVE texts, in contrast, would be those utilized to 

arrange actions and events in a particular sequential order. There will be a 

frequency of conceptual relations for cause, reason, purpose, enablement, 

and time proximity (cf. Labov & Waletzky 1967; Beaugrande & Colby 1979; 

Stein & Glenn 19, 79). The surface text should reflect a corresponding 

density of subordinations. The most commonly applied global knowledge 

pattern would be the SCHEMA (cf. V.16; IX.25ff.).3 ARGUMENTATIVE texts are 

those utilized to promote the acceptance or evaluation of certain beliefs or 

ideas as true vs. false, or positive vs. negative. Conceptual relations such as 

reason, significance, volition, value, and opposition should be frequent. 

The surface texts will often show cohesive devices for emphasis and 

insistence, e.g. recurrence, parallelism, and paraphrase, as we saw in the 

Declaration of Independence (IV.16f.). The most commonly applied global 

knowledge pattern will be the PLAN for inducing belief (cf. V.16; VI.11-16; 

VII.18.1).4 
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7. The foregoing proposals deal with typical traits and uses of text types 

and can at most provide a general heuristic. In many texts, we would find a 

mixture of the descriptive, narrative, and argumentative functions. For 

example, the Declaration of Independence contains descriptions of the 

situation of the American colonies, and brief narrations of British actions; yet 

the DOMINANT function is undeniably argumentative, i.e. to induce the belief 

that America was justified in ‘dissolving’ its ‘political bands’. The text 

producers openly declare their ‘decent respect to the opinions of mankind’ 

and the ‘rectitude’ of their ‘intentions’. In another category, the automobile 

repair manual How to Keep Your Volkswagen Alive (Muir 1969), though it 

contains more narration and argumentation than most such manuals, is still 

predominantly intended to describe the construction and maintenance of the 

Volkswagen. The assignment of a text to a type clearly depends on the 

FUNCTION of the text in communication, not merely on the surface format. 

8. LITERARY texts also contain various constellations of description, 

narration, and argumentation. We therefore need some other distinguishing 

criteria. The most comprehensive definition of “literary text” might be: a text 

whose world stands in a principled relationship of alternativity to the 

accepted version of the “real world” (cf. VII.18.1).5 This alternativity is 

intended to motivate insights into the organization of the “real world” not as 

something objectively given, but as something evolving from social cognition, 

interaction, and negotiation. Often, literary text-worlds contain discrepancies 

which sharpen our awareness of discrepancies in the socially accepted 

model of the “real world” (cf. IV.19; VII.40; X.16). Even literary trends such as 

realism, naturalism, and documentary art, where care is expended to make 

the text-world match the “real world”, are motivated by this intention to elicit 

such insights; the text world is still not “real”, but at most exemplary for an 

alternative outlook on “reality”. Only to the extent that this intention 

dominates the intention to report “facts” (cf. IX. 10) should the text 

considered literary. 
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9. POETIC texts would then be that subclass of literary texts in which 

altemadvity is expanded to re-organize the strategies for mapping plans and 

content onto the surface text. The cohesion of a poetic text is upheld partly in 

opposition to the cohesion of other text types and partly in accordance with 

type-specific conventions (cf. VII.30ff) In Chapter VII, we undertook to show 

how the flow of expectations being fulfilled or disappointed is controlled by 

the detailed organization of the surface text. The poetic function is therefore 

intended to motivate insights into the organization of expression as 

interactive and negotiable. Not surprisingly, many literary texts not presented 

as poems avail themselves of the poetic function to underscore the 

interactive, negotiable nature of discourse about the “real world” (IX. 8). 

10. Literary and poetic texts could be seen in opposition to text types 

expressly intended to increase and distribute knowledge about the currently 

accepted “real world”. SCIENTIFIC texts serve this purpose in their attempt to 

explore, extend, or clarify society’s knowledge store of a special domain of 

“facts” (in the sense of VII.18.1) by presenting and examining evidence 

drawn from observation or documentation. DIDACTIC texts do not reach 

beyond society’s current knowledge store, but only serve to distribute 

established knowledge to a non-specialized or learning audience of text 

receivers. This intention requires the presentation of more abundant and 

explicit background knowledge than is customary in scientific texts. 

11. Even this modest beginning for a typology of texts is far from 

straightforward. The sets of texts and their characteristics remain fuzzy. 

Constellations of functions in varying degrees of dominance can be highly 

intricate. A single text can even be shifted to another type via a special 

means of presentation. For instance, it was for a time fashionable to “find” 

poems by publishing non-poems in a literary setting (e.g. Porter 1972); the 

text receivers’ processing reaction should be quite unlike that in the original 

setting. Like so many other issues, the question of text types goes beyond 

conventional linguistic methods (IX. 3) and merges with the larger conditions 

of utilizing texts in human interaction. A text type is a set of heuristics for 
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producing, predicting, and processing textual occurrences, and hence acts 

as a prominent determiner of efficiency, effectiveness, and appropriateness 

(in the senses of I.23). But the type can hardly provide absolute borderlines 

between its members and non-members, any more than the notion of “text” 

can do (cf. III. 8). The conditions of communicating are simply too diverse to 

allow such a rigorous categorization. 

12. A second issue in intertextuality is TEXT ALLUSION: the ways people use 

or refer to well-known texts (IX.1). In principle a text producer can draw upon 

any available prior text; but in practice, well-known texts are more suitable as 

being more readily accessible to the receiver audience. The expanse of 

actual time between the production of the original text and that of the follow-

up text may vary enormously. Around 1600,6 Christopher Marlowe wrote the 

plea of a ‘passionate shepherd to his love’, beginning: 

     [148] Come live with me and be my love, 

And we will all the pleasures prove 

That valleys, groves, hills, and fields, 

Woods, or steepy mountain yields. 

The shepherd goes on to offer the lady a fanciful catalogue of flowers and 

rustic apparel. Soon after, Sir Walter Raleigh penned ‘the nymph’s reply to 

the shepherd’: 

      [149] If all the world and love were young, 

And truth in every shepherd’s tongue, 

These pretty pleasures might me move 

To live with thee and be thy love. 

and remarking that the shepherd’s offerings would soon ‘fade’, ‘break’, 

‘wither’, and be ‘forgotten’. Raleigh’s reply preserves the surface format 

(rhyme scheme, rhythm, number of stanzas) and many expressions of 

Marlowe’s original. Obviously, the utilization of the follow-up text demands 

detailed knowledge of the original and of the conventions that brought forth 
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the latter. Around 1612, John Donne borrowed Marlowe’s general scheme for 

an elaborate, fanciful proposal of an improbable fisherman, beginning: 

     [150] Come live with me and be my love, 

And we will all the pleasures prove, 

Of golden sands and crystal brooks: 

With silken lines, and silver hooks. 

The fisherman suggests that by undressing and bathing in the river, the 

young lady will attract ‘each fish, which every channel hath’ and hence make 

it possible to dispense with fishing tackle. Although the mediation is greater 

between Marlowe’s text and Donne’s than between Marlowe’s and Raleigh’s, 

the reliance upon the original is still unmistakable. If Donne’s first two lines 

had not been a near quote of Marlowe’s, however, that reliance would be 

less crucial. Much later, around 1935, Cecil Day Lewis wrote an ironic new 

version in which the speaker is an unskilled labourer, beginning: 

    [151] Come, live with me and be my love, 

And we will all the pleasures prove 

of peace and plenty, bed and board, 

That chance employment may afford. 

I’ll handle dainties on the docks 

And thou shalt read of summer frocks: 

At evening by the sour canals 

We’ll hope to hear some madrigals. 

The force of this text is its opposition to the very principles and conventions 

underlying Marlowe’s original: the view that the lives of shepherds or other 

working classes are spent in ornate dalliance and merriment, with nature as 

a purveyor of luxurious toys and trinkets. In [151], the wistful lady can only 

‘read’ about the ‘summer frocks’ promised so opulently by Marlowe’s 

shepherd; and the hope of hearing ‘madrigals’ (an archaic song form) on 

contemporary ‘canals’ is as bitterly ironic as you could imagine.  Compare 

Marlowe’s idyllic scene 
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    [152] By shallow rivers to whose falls 

Melodious birds sing madrigals. 

Cecil Day Lewis’s poem is far more devastating than Raleigh’s rebuttal or 

Donne’s sarcasm, because it attacks that whole alternativity relationship 

upon which the literary status of Marlowe’s text was based; Raleigh and 

Donne had mocked the shepherd’s proposals, not Marlowe’s mode of 

selecting and communicating about a topic. In cases like this, the alternativity 

of a literary or poetic text is reinforced by opposition to previous conventions 

for that text type. Notice that in the sample just cited, it is the conventional 

organization of the “real world” of the 1930s economic slump that asserts 

itself over the literary and poetic alternative of past tradition.7 

13. Intertextuality prevails with the least mediation in CONVERSATION. We 

explored some ways in which the organization of conversation arises from 

INTENTIONALITY (VI.16ff.) and SITUATIONALITY (VIII.13ff.). Neither of these 

factors can offer a full account, however; a text must be relevant to other 

texts in the same discourse and not just to participants’ intentions and to the 

situational setting. Topics must be selected, developed, and shifted. Texts 

may be used to MONITOR other texts or the roles and beliefs implied by those 

texts (cf. Posner 1972, 1980). Monitoring is particularly likely if a text appears 

to violate conventions such as the conversational “maxims” cited in VI.9ff. 

14. A TOPIC of conversation emerges from the density of concepts and 

relations within the worlds of constituent texts. Therefore, a single text might 

have only potential topics pending further development (Schank 1977: 424). 

To decide what is worth saying about any topic, participants presumably 

consider the informativity of potential contributions. The most suitable 

aspects of a topic to be developed are those involving PROBLEMS and 

VARIABLES, i.e. things not yet established because they are subject to 

difficulties or changes.8 In the form of a Gricean “maxim” we would have: 

pursue those aspects of the presented topic which you consider problematic 

or variable. We can illustrate some applications of this maxim to “small talk”, 

where a participant merely reacts to an event or situation already expressed 
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as a topic (cf. Schank 1977). One often asks a follow-up question whose 

connection to the previous text-world is a relation among concepts of the kind 

we presented in V.26. The following exchanges from contemporary dramas9 

show the following up of the concept type given in square brackets: 

[153] SAMMY: When’s he coming to see his chair? 

DAVE: Who, Selby? [agent-of ] 

[154] PHOEBE: They want us to go out there, and for Archie to manage the 

hotel in Ottawa ... 

JEAN: When did they write this to you? [time-of] 

[155] MARTIN: “She entered heaven the moment she died.” So I asked him, 

“How do you know that?” [cognition-of] 

[156] JIMMY: Going out? 

ALISON. That’s right. 

JIMMY: On a Sunday evening in this town? Where on earth are you going? 

[location-of] 

[157] HELENA: She’s going to church. 

JIMMY: You’re doing what? Have you gone out of your mind or something? 

[reason-of] 

Variables are requested in [153] and [1541: the reference of a pro-form is 

naturally variable in cohesion (cf. IV.29) and must be made recoverable if no 

longer available in active storage; and time is variable in coherence because 

few events and situations occur at fixed moments. Problems are aired in 

[155], [156], and [157]. People can hardly be expected to know about arrivals 

in heaven [155]. In a small town in the Britihs Midlands on a Sunday evening, 

it is hard to imagine a place anyone could go [156]. A declared atheist like 

Jimmy Porter can of course not recover a reason why his own brainwashed 

wife would go to church [157]. Thus, in each case, a problematic aspect of a 

topic—‘going to heaven’, ‘going out on Sunday evening’, and ‘going to 

church’ —is seized upon as the material for a follow-up question. 
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15. Texts often give rise to problems inherent more in the presentation 

than in the content of the textual world. If participants appear to be violating 

social conventions or conversational principles, or if their intentions and 

beliefs seem discrepant or unmotivated, either case brings problems another 

participant may resort to MONITORING. MANAGING is involved also when the 

monitoring participant hopes to correct the situation and restore conformity 

(cf. VIII.1). We shall illustrate, again with samples from modern plays,10 some 

typical cases of this sort. 

16. Text presentation is monitored if social conventions are being 

disregarded: 

[158] GUS: One bottle of milk! Half a pint! Express Dairy! 

BEN: You shouldn’t shout like that. 

GUS: Why not? 

BEN: It isn’t done. 

Monitoring is also done if a participant seems to be focusing inadequate 

attention on the presentation: 

[159] CATHERINE: During vacation, I do think Leonora ought to take a look at 

reality. Are you listening, Charlie? 

CHARLIE: Yes, Catherine. 

CATHERINE: What was I saying? 

CHARLIE: Leonora ought to take a look at reality. 

In [159], the inattentive participant is obliged to provide a recurrence of the 

other’s text to prove attention. Monitoring will also occur if the motivation for 

a presentation seems unwarranted in the situation:11
 

[160] HANS: I’m losing a son; mark: a son. 

LUCAS: How can you say that? 

HANS: How can I say it? I do say it, that’s how. 

This monitoring elicits the evasive tactic of treating ‘saying’ as the topic rather 

than ‘losing a son’. And finally, monitoring can be addressed to the style of 

the presentation rather than to the content:  



 212 

[161] FAY: I have had nothing but heartache ever since. I am sorry for my 

dreadful crime. 

TRUSCOTT: Very good. Your style is simple and direct. It’s a theme which 

less skilfully handled could’ve given offence. 

17. The state of a participant may become the object of monitoring, based 

on the evidence of his or her texts:13
 

[162] DAPHNE: Get out of my life, Charlie  

LEONORA: Daphne, I know you’re in difficulties, but I think you’re most 

unpleasant. 

A participant’s state may be monitored as inadequate for the discourse: 

[163] ESTHER: So where’s the ideals gone all of a sudden? 

CISSIE: Esther, you’re a stall-owner, you don’t understand these things. 

Monitoring may include comments on conditions that favour or impede the 

participants’ communicative abilities: 

[164] HANS: You don’t know what you’re talking about. You’ve not had 

enough wine, that’s your trouble ... 

MARTIN: You’re drinking too much wine 

18. The participants’ intentions may be monitored if a contributed text 

seems to serve no plan or goal: 

[165] HAL: If, as you claim, your wife is a woman, you certainly need a larger 

income. 

TRUSCOTT: Where is this Jesuitical twittering leading us? 

HAL: I’m about to suggest bribery. 

If the apparent intention is to be misleading, monitoring can serve to point out 

a refusal to be misled: 

[166] STAUPITZ: It serves very nicely as protection for you. 

MARTIN: What protection? 

STAUPITZ: You know perfectly well what I mean, Brother Martin, so don’t 

pretend to be innocent. 
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A participant may be intentionally ambiguous and thus elicit monitorings from 

others: 

[167] PAULINE: Pamela’s a bit special too, isn’t she? 

EDITH: How do you mean? 

PAULINE: Well, she’s not a raving beauty exactly but she’s not ugly but you 

don’t know what to do with her. 

In [167], Pauline’s original text is deliberately vague about the topic ‘Pamcia’, 

partly because there is a real difficulty of classifying her along the scale 

‘beautiful-ugly’. Monitoring can be used also to aver or disclaim intentions 

underlying one’s own previous texts: 

[168] CATHERINE: You said that Leonora was putting on an act. 

CHARLIE: I didn’t mean it. 

CATHERINE: It’s a strange admission for a prospective professor of 

economics to say that he said what he didn’t mean. 

CHARLIE: I was not on the lecture platform. One is entitled to say what one 

doesn’t mean in one’s own home. 

19. The beliefs and prior knowledge of participants can be monitored if a 

presented text presupposes as fact something still in dispute: 

[169] MARTIN: Father, why do you hate me being here? 

 HANS: Eh? What do you mean? I don’t hate you being here. One may 

explicitly denounce some belief as false: 

[170] FAY: I’m innocent till I’m proved guilty. This is a free country. The law is 

impartial. 

TRUSCOTT: Who’s been filling your head with that rubbish? 

One may refuse a request for confirming someone else’s beliefs on the 

grounds that they conflict with one’s own: 

[171] MCLEAVY: Is the world mad? Tell me it’s not. 

 TRUSCOTT: I’m not paid to quarrel with accepted facts 
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Notice the typical tendency to equate one’s own beliefs with “facts” about the 

“real world” in [171] (cf. VII.18.1). However, one can also refute attributed 

beliefs without actually committing oneself to any “facts” (cf. VIII.21): 

[I 72] SARAH: What do they want to hold two meetings for? 

HARRY: Well, why shouldn’t they hold two meetings? 

SARAH: What, you think they should hold two meetings? 

HARRY: It’s not what I think. 

One’s own avowed lack of belief can be attributed to the inherent non-

believability of events or situations: 

[173] MCLEAVY: Is it likely they’d fit eyes to a sewing machine? Does that 

convince you? 

TRUSCOTT: Nothing ever convinces me. I choose the least unlikely 

explanation and file it in our records. 

Similarly, one can point out unbelievability as grounds for not accepting other 

people’s texts as appropriate contributions to the discourse: 

[174] MCLEAVY: How does the water board go about making an arrest? 

TRUSCOTT: You must have realized by now, sir, that I am not from the water 

board? 

20. These excerpts of dialogue illustrate how textuality is upheld in 

discourse despite problems and disturbances. The content of texts seems 

not to match the roles, intentions, and beliefs attributed to the participants. 

Conversational principles such as Grice’s “maxims” may be violated. For 

example, the MAXIM of QUALITY (V1.9.3) is endangered if a participant’s text 

implies unfounded beliefs, as in [169], [170], [171 ], and [174]. The MAXIM OF 

RELATION (V1.9.4) is threatened by a seemingly pointless contribution, as in 

[1651. The MAXIM of MANNER (V1.9.5ff.) must be reasserted to regulate 

ambiguity, as in [167]. And the various concerns of politeness [158], [162], 

attention [159], participant state [163], [164], and evasion of a topic [166] or 

of one’s responsibilities [168], would presumably all affect the PRINCIPLE OF 

CO-OPERATION (V1.9. 1). 
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21. In VIII.4, we noted some similarities between situation monitoring 

and problem-solving: by making some unexpected object or event a text 

topic, a participant may integrate it into the usual shared version of the “real 

world” or at least defend that version against an apparent refutation. This 

principle might apply equally to the aspects of monitoring discussed here in 

IX.16-20: the function of monitoring the roles, intentions, and beliefs implied 

by texts is again to negotiate the basic conditions of communicating and to 

integrate potential deviations or obstacles. In situation monitoring, the non-

expected occurrences arise in the external setting of the discourse. In 

intertextual monitoring, on the other hand, those occurrences are part of 

the discourse actions in progress. A text receiver can call the producer to 

account and request to know the MOTIVATION behind the non-expected 

occurrence at hand; hence, producer and receiver can interact in solving the 

problem (cf. VII.13 on “motivation search”). Many such problems arise simply 

because discourse participants can serve their goals better by departing from 

the conventions of conversation, e.g. from the Gricean “maxims”: they might 

want to attribute unfounded beliefs to others, or to evade their own 

responsibilities, and so on. Other problems arise because standards for 

belief and behaviour need to be negotiated from time to time anyway. 

22. Rachael Reichman (1978) argues that the coherence of conversation 

is not necessarily obvious on the basis of concepts shared among its 

component texts. She proposes to distinguish between general “issues of 

concern” (i.e. typical human activities and viewpoints) and the specific events 

and situations that participants have encountered and want to talk about. Her 

samples demonstrate transitions between the general and the specific as 

typical “context space relationships”. An ILLUSTRATIVE relation obtains if a 

general issue is followed by some specific example from the partidpants’own 

experience; if a discussion of a specific event or situation is followed by citing 

a general issue that appears to be at stake, we have a GENERALIZATION 

relation. There are combinations where an event or a situation illustrates 

several issues at once a SUBISSUE relation; or a single issue is illustrated by 
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several events and situations—a JOINING relation. Reichman’s relations 

further illuminate the interaction between participants’ current concerns and 

topics or the “facts” which are held to be true in the “real world” at large (in 

the sense of VII.18.1). 

23. In view of these considerations, the notion of “text-world model” 

advanced in Chapter V might well be expanded to that of a DISCOURSE-

WORLD MODEL (cf. “discourse model” in Bullwinkle 1977; Reichman 1978; 

Rubin 1978b; Webber 1978). This entity would be the integrated 

configuration of concepts and relations underlying all the texts in a discourse. 

However, allowances would have to be made for possible disagreements 

among the discourse-world models of different participants. The monitoring 

of situations and texts demonstrated in VIII.14ff and IX.16ff would help to 

minimize conflicts among these models, notably by addressing assumptions 

and standards not mentioned explicitly in the text. 

24. It can be rightly objected that people’s implicit knowledge is 

inordinately difficult to observe and study. In most of our examples, such 

knowledge only emerged when it led to some disturbance or discrepancy; 

there is obviously a vast amount that goes unnoticed even though it is 

indispensable for making sense. We opine, however, that properly designed 

experiments can bring a substantial amount of implicit commonsense 

knowledge to light. For instance, if people are required to listen to or read a 

text and then to recall the content, there will be a systematic pattern of 

additions, omissions, and changes manifested in their reports. The making of 

reports and summaries of texts one has read represents another important 

domain of intertextuality and can accordingly serve to conclude our 

discussion here. 

25. The ‘rocket’-text already treated in Chapter V was used in a series of 

tests with diverse groups of receivers.14 The text runs like this: 

[4] [1.1] A great black and yellow V-2 rocket 46 feet long stood in a New 

Mexico desert. [1.2] Empty it weighed five tons. [1.3] For fuel it carried 

eight tons of alcohol and liquid oxygen. 
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[2.1] Everything was ready. [2.2] Scientists and generals withdrew to 

some distance and crouched behind earth mounds. [2.3] Two red flares 

rose as a signal to fire the rocket. 

[3.1] With a great roar and burst of flame the giant rocket rose slowly 

and then faster and faster. [3.2] Behind it trailed sixty feet of yellow flame. 

[3.3] Soon the flame looked like a yellow star. [3.4] In a few seconds, it was 

too high to be seen, [3.5] but radar tracked it as it sped upward to 3, 000 

mph. 

[4.1] A few minutes after it was fired, [4.2] the pilot of a watching plane 

saw it return at a speed of 2,400 mph and plunge into earth forty miles from 

the starting point. 

Our test subjects often began their reports with statements such as: ‘This 

was the story of a rocket’s flight.’ Accordingly, the reception process would 

have been guided by attachment to a SCHEMA for flight (cf. V.16).15 The 

schema would contain an ordered progression of the EVENTS and STATES that 

constitute ‘flight’. The events would include at least: ‘take-off’, ‘ascent’, 

‘reaching a peak’, ‘descent’, and ‘landing’; each motion event brings the 

rocket into a new state of location. Figure 13 (next page) shows the ‘flight’-

schema as a network graph with the components just named. However, as 

our sample [4] shows, the events need not all be made explicit (in the sense 

of 1.6). 
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The ‘take-off’ and ‘ascend’ events are both included under ‘rise’ in [4.3.1], 

and the ‘reaching a peak’ can only be inferred to have happened in the time 

between ‘sped upward’ [4.3.5] and ‘return’ [4.4.2]. Nonetheless, the schema 

can be shown to act as an “advance organizer” for the text material (cf. 

Ausubel 1960). Its application would be another instance of the PROCEDURAL 

ATTACHMENT proposed in III.19 as a powerful mechanism for fitting general 

strategies to current tasks. Figure 14 (next page) offers a graphic illustration 

of how the nodes from the text-world model (cf. Fig.11) would be attached to 

those of the schema (Fig. 13). 

26. The effects of the schema were unmistakably documented in our test 

protocols. The original text opens with a simple description of the scene, in 

which no events are narrated (cf. IX.6 on description vs. narration). Our test 

persons recalled the opening already in terms of the ‘take-off’ event that their 

schema foresaw for the ‘rocket’. They seldom reported the rocket merely 

‘standing’ there [4.1.1]; they more often had it ‘on a launch pad’, ‘waiting for 

blastoff’. Many persons began right away with: ‘A rocket fired up into the air’; 

‘It was a missile that fired’; ‘In a New Mexico desert, a rocket was launched’. 

Evidently, material not deemed essential to the schema was often not 

noticed, recalled, or considered worth mentioning. Moreover, the original 

‘rise’ concept [4.3.1] was usually replaced by ‘take-off’ under a variety of 

expressions (‘take off’, ‘lift off’, ‘shoot off’, ‘launch’,  
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etc.) all conveying the INITIATION of the rocket’s motion. In one group of 72 

test persons, the protocols showed 71 uses of motion concepts with initiation. 

In addition, concepts without initiation were used 21 times (e.g. ‘ascend’, ‘go 

up’), as if some people felt a need to keep the ‘take-off’ distinct from the 

‘ascent’—just what the ‘flight’-schema would predict. The heavier insistence 

on ‘take-off’ could arise from its more problematic nature’,16 as the event 

most likely to fail and thus to disenable all the other events in the schema. In 

contrast, the ‘reaching of a peak’ follows as a matter of course between 

‘ascent’ and ‘descent’. Only a handful of test persons recalled this event, 
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which (as noted in IX.25) is not mentioned in the original at all. Many of them 

might have inferred it but not thought it necessary to report a touchy issue in 

recall experiments of all sorts.17
 

27. We can see another effect of the schema in our test person’s 

inclination to match text boundaries up with schema boundaries. The original 

text [4] concludes with the ‘land’ event as the rocket ‘plunges’ down in the 

vicinity of the starting point. The protocols followed this strategy quite closely. 

In one group of 42 protocols, the rocket’s landing was mentioned in the final 

sentence by 37 readers. Notice that, in contrast, the original begins with two 

paragraphs of introductory material rather than with the ‘take-off’ event at the 

outset of the schema. Here, the tendency of test persons was to rearrange 

the text such that the ‘take-off’ was mentioned in the opening sentence, and 

the location, fuels, preparation, etc., further on. We found this rearrangement 

in 13 of the 42 protocols. Perhaps the receivers had directed their focus of 

attention toward the schema during the initial phase of comprehension; or 

perhaps they called upon the schema as a basis for organizing the content of 

their report; or perhaps the schema figured in both stages. 

28. Though the effects of schemas are striking, the position adopted by 

David Rumelhart (1977b: 268) is probably too strong: 

“The process of comprehension is taken to be identical to the process of 

selecting and verifying conceptual schemata to account for the situation or 

text to be understood.” 

More probably, the selecting and verifying of schemas contributes to 

comprehension without being identical to it. There is a steady compromise 

between text-presented knowledge and the stored organizational knowledge 

patterns and cognitive disposition of the understander. Royer (1977) 

Proposes to distinguish among three theoretical outlooks on remembering 

materials such as the content of texts. TRACE ABSTRACTION entails storing 

away traces of the original presentation as a sensory experience; recalling 

requires reviving traces (cf. Gomulicki 1956). Presumably, the understander 

decides along the way what sort of traces are worth attending to and 
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disregards others (cf. Neisser 1967); otherwise, storage would be chaotic 

and cluttered. CONSTRUCTION allows for the use of one’s current knowledge 

patterns for organizing traces (cf. Bransford, Barclay & Franks 1972); 

construction theory could thus explain how different readers would recall their 

own versions of content, whereas trace abstraction theory could explain this 

only in terms of omissions or errors. RECONSTRUCTION entails using one’s 

stored schemas (or frames, plans, etc.) in their current state to reconstruct 

some presentation encountered in the past; the actual traces would no longer 

have any separate identity (cf. Spiro 1977). Rumelhart’s view seems to 

project reconstruction theory into the very act of understanding the content 

being presented. He should then predict that conflicts between a schema and 

a presentation for example, the inexact match of the ‘rocket’-text to the 

‘flight’-schema (cf. IX.25ff.) should always be resolved in favour of the 

schema; and that schema-related materials should always be recalled better 

than others. Our own results suggest that such trends are far less 

pronounced and certainly not infallible. There is evidently a gradation in 

which trace abstraction, construction, and reconstruction all participate to 

some extent. Traces such as the exact colours and speeds of the rocket 

could not be stored in anyone’s schema, yet they were frequently abstracted, 

stored, and recalled. Construction was plainly at work when people noticed 

and remembered the ‘desert’ location, but added ‘sunshine’ and ‘sand’ on 

their own. Hence, reconstruction cannot be a full account unless we agree to 

consider any stored or recoverable pattern a “schema” (a trend unfortunately 

noticeable in some recent discussions) and thus render the term pointless. 

29 In III.14, we suggested that a text might be regarded as a CYBERNETIC 

SYSTEM in which processing is devoted to a maintenance of CONTINUITY. Our 

criteria of textuality are thus basically all centred around relation and access 

among elements within a level or on different levels. In this, perspective, the 

major priority in understanding and recalling text content would be keeping 

whatever is being noticed, stored, and recovered, in a continuous pattern. 

Whenever the actual traces of the presentation seem discontinuous, the 
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understander draws freely on prior knowledge (including schemas and 

frames). Under normal conditions, a text receiver has no clear motivation to 

create a complete or exact trace of content from a particular text, nor to keep 

such a trace separated from other knowledge. The motivation is rather to 

uphold a continuity of sense (V.2). 

30. It follows from these considerations that one can design experiments 

to obtain support for any of the three theories we outlined in IX.28. Trace 

abstraction can be proven with closely-knit texts whose content matches 

typical world knowledge quite well. At the other extreme, a bizarre story such 

as Bartlett’s (1932) ‘War of the Ghosts’ will demonstrate the importance of 

reconstruction (as Bartlett in fact did conclude). Still, the average standard 

will be a compromise between these extremes, such as was evinced by our 

‘rocket’ sample, whose content is largely, but by no means entirely, 

conventional. 

31. The processes of INFERENCING and SPREADING ACTIVATION have been 

studied as mechanisms which expand, update, develop, or complement the 

content expressed in a text. (cf. I.11; V.12, 34ff). Inferencing is deployed for 

specific discontinuities and problems, while spreading activation results 

simply from making one point active inside a stored knowledge pattern. We 

can see these processes at work in the ‘rocket’ protocols. The additions 

seem to access links to the same concept types we outlined in V.26 for 

representing knowledge in textual worlds. The type of linkage followed most 

heavily evidently corresponds to the topic material and the frames or 

schemas that apply. Since a ‘flight’-schema involves frequent changes of 

location, that concept should and did appear frequently in additions or 

alterations. 

32. Location would also be enriched and developed by MENTAL IMAGERY 

(cf. Paivio 1971).18 Following along a narrative of events or a description of 

situations can be accompanied by envisioning SCENES (cf. Fillmore 1975, 

1977).19 The ‘desert’ of our sample was recalled as ‘sandy plains’, 

sometimes ‘far out’ in ‘isolation’, and sometimes ‘outside a city’.20 The rocket 
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was sent off ‘under a bright sun’ from a ‘launching pad’. The ‘mounds’ were 

remembered as ‘mountains’, requiring further changes in order to keep things 

coherent: ‘a rocket is in front of a mountain in Arizona’; or ‘a rocket is in front 

of a mountain where the people that control it are’. The ‘flight’-schema was 

doubtless involved when a test person wrote: ‘the rocket blasted off, up, and 

away from the launch pad . . . at its peak it reversed and plummeted 

downward on its journey back to earth’. 

33. Time was also employed to link events together in a continuous 

pattern: the ‘scientists crouched behind mounds as the rocket was launched’; 

‘When the time came for the rocket to be launched, two red flares were sent 

up’; ‘While it was ascending, radar tracked the rocket’; there was ‘a plane 

flying at the same time the rocket was’. In return, the time expressions of the 

original (‘soon’, ‘in a few seconds’, and ‘a few minutes after’) were seldom 

recalled or used. People apparently create their own time relations as 

needed for organizing a sequence of events in a textual world. 

34. As remarked in V.33, apperception inferences were often made to the 

effect that ‘scientists’ and (less often) ‘generals’ were ‘observing’ or 

‘watching’ the rocket. Other apperception links were also added with striking 

insistence: ‘they watched the take-off and paid attention to the flames until 

they could not be seen any more and then they looked into a radar detector 

to find the distance of the rocket’; ‘we can see it by satellite, but it speeds up 

and we lose track of it’. The early part of the flight was told from the ground 

perspective, whereas the ‘pilot’ of the observation plane was the point of 

orientation for the ending. Many protocols claimed that the pilot ‘reported’ 

what he had seen a—communication inference. 

35. There was a variety of other concept types involved in such 

modifications. Cause was followed up to conclude that the rocket ‘crashed’ 

or ‘exploded’ upon landing; one person surmised: ‘Going approximately 2, 

400 mph, it must have made quite a recess in the earth’s crust’. Purpose 

was frequently assigned to the ‘flight’ as an ‘experimenter a ‘test’ of a ‘new’ 

kind of rocket. Agency was attributed to the ‘scientists’ who were asserted to 
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have set off the flares or even fired the rocket themselves. The rocket’s ‘trail’  

was given substances: ‘bright yellow smoke’, or ‘exhaust’. 

36. The additions and changes we have surveyed all rest upon 

commonsense knowledge about the organization of situations and events. 

The question that now seems crucial is: are there systematic strategies 

which control the interaction of text-presented knowledge and commonsense 

knowledge, so that predictions could be made and tested for the outcome of 

recalling a particular presentation? On the one hand, there certainly must be 

some systematic tendencies, or else communication would be unreliable 

from one text receiver to the next. On the other hand, there may be sufficient 

variations and gradations among different strategies and different personal 

expectations and knowledge stores that predictions could never surpass a 

rough degree of approximation. For instance, we might say that for the 

‘rocket’ text, the inference that the ‘scientists’ were ‘observing’ the rocket 

would be reported by about 33 per cent of the test persons (the proportions 

generally obtained so far with over 300 persons); but we would not yet know 

how many actually made the inference without reporting it, nor whether 

proportions might rise or sink if any one of numerous factors were altered.21 

For the time being, we will have to rate qualitative predictions over 

quantitative ones. 

37. In the last part of this chapter, we shall suggest what appear to be 

systematic tendencies in the interaction of stored world-knowledge and text-

presented knowledge, based on the results of various tests so far. 

 37.1 Text-presented knowledge is privileged in under-standing and recall 

if it matches patterns of stored knowledge. Since most rockets are powered 

by combustion, the recall of ‘flame’ by 48 out of 72 test persons, one of the 

highest frequencies we obtained for any concept, is not surprising. The 

prominent mention of ‘desert’ in 36 protocols is reasonable, since testing 

grounds should be, and usually have been, far from population centres or 

valuable farmland. The use of ‘radar’, recalled by 256 test receivers, is well-

known in all kinds of aviation. 
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37.2 Text-presented knowledge is privileged if it is attachable to the main 

entries of an applied global pattern, such as a frame, schema, plan, or script. 

This tendency is a specialized corollary of the preceding one, but it claims 

priority for global patterns over local ones; the global patterns would make a 

more pervasive and constraining contribution to the understanding processes 

than would the local. We reviewed the effects of the ‘flight’- schema upon the 

receivers of the ‘rocket’-text in IX.26f. There is a very substantial body of 

research unequivocally documenting the usefulness of schemas in 

understanding STORIES, where a small number of common patterns underlie 

an enormous variety of actual texts. 22
 

37.3 Text-presented knowledge is altered to produce a better match with 

patterns of stored knowledge. The ‘rocket’-sample hardly seems to contain 

disturbing incongruities. But the ‘earth mounds’ [4.2.2] were noticeably 

treated as incongruous, perhaps because ‘earth’ suggests dark soil not found 

in a desert. These ‘mounds’ were recalled as ‘sand hills’, ‘sand dunes’, 

‘rocks’, ‘rock formations’, and ‘mountains’—all common in deserts. Persons 

who recalled ‘barriers’ or even ‘concrete bunkers’ must have been focussing 

on the purpose of the ‘mounds’ to protect the personnel. Another discrepancy 

in the original sample was the claim that the rocket’s trail ‘looked like a yellow 

star’ [4.3.3]. Test persons recalled the flame instead as a ‘glow’, a ‘blur’, or a 

‘dot’; to get in the rocket’s motion, others had a ‘star rising in the sky’, or a 

‘shooting star’. A striking alteration was performed by someone who must 

have encountered ‘V-2’ rockets in reports of World War II: he said that ‘the 

paragraph was about the launching of a captured German V-.2 rocket’. 

37.4 Distinct elements of text-presented knowledge become conflated or 

confused with each other if they are closely associated in stored knowledge. 

The most widespread instance of this tendency in our data was the conflation 

and confusion of the ‘red flares’ used as a ‘signal’ with the ‘yellow flame’ 

emitted by the rocket, e.g.: ‘the rocket went off in a burst of flares’; ‘when the 

rocket was launched, it looked like a red  flare’; ‘it sped upward to great 

heights, leaving a spectacular trail of yellow and red flames’. This conflating 
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may have been assisted by surface similarities. The words ‘flare’ and ‘flame’ 

look and sound rather alike, and both are said to ‘rise’ in the original [4.2.3] 

vs. [4.3.1]. 

37.5 Text-presented knowledge decays and becomes unrecoverable if it is 

designated accidental or variable in world knowledge. This tendency was 

unmistakably prominent in the treatment our test persons accorded the 

various quantities. Their rockets weighed between 5 and 50,000 tons, and 

telescoped between 26 and 1,000 feet in length. Speeds wavered between 

300 feet per minute (a measly 3.13 mph) and 300,000 miles per hour. The 

distance between launching and landing ranged from 60 feet to 164 miles. 

Speeds were converted to altitudes, and weights to numbers of gallons. 

Some people artfully dodged the whole issue by recalling ‘lots of fuel’, ‘a 

certain speed’, or ‘very fast’. One person even remembered a quantity with 

nothing to measure: ‘there was something about 2,400’. The rocket’s colours 

fared little better, though their prominent placement at the beginning of the 

text may have supported their retention over many other details an effect 

known as PRIMACY in learning experiments.23 No one would be likely to know 

in advance that a V-2 rocket ought to be ‘black’ and ‘yellow’. In one group, 

half of the test persons recovered no colours. A fourth recovered the correct 

ones, and the other fourth roamed across the colour spectrum, citing ‘red’, 

‘green’, ‘white’, ‘blue’, and ‘silver’. Only ‘silver’ is an inherently probable 

colour for a metal rocket. 

37.6 Additions, modifications, and changes performed via spreading 

activation or inferencing become indistinguishable from text-presented 

knowledge. If, as was claimed in IX.29, text receivers normally have no 

motivation to preserve a separate trace for a single text or text-world, then 

people should eventually be unable to tell what they heard or read apart from 

their own contributions. The passage of time seems to intensify this 

tendency. When we had test persons wait just five minutes before making 

protocols, the additions and alterations were more pronounced than in a 

control group that started right after presentation. Harry Kay (1955) found 
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that people would stick to their own versions even when given an opportunity 

to study the original again; the longer the intervening time, the more his 

people did so rather than try to improve accuracy. The elapse of time seems 

to strengthen the confidence people place in their alterations.24
 

38. These six tendencies have been found for receiver groups of different 

ages. A set of tests was also run with native German speakers recalling a 

German translation.25 The same results were obtained, e.g. the inference 

that ‘scientists’ were ‘observing’, or the insertion of ‘take-off’ as an initial 

schema event, so that the data cannot be specific to the English language. 

Of course, the German groups would have somewhat different background 

knowledge. Unlike the Americans, they seldom conflated ‘New Mexico’ with 

‘Arizona’ or ‘Nevada’ (as predicted by IX 3 5.4), but they changed the ‘earth 

mounds’ to ‘sand hills’ just as often; they were no doubt better acquainted 

with the notion of ‘desert’ than with the geography of the southwestern United 

States. Their knowledge of chemistry was better than that of the Americans, 

who listed ‘nitrogen’ (a non-flammable substance) as a fuel; the ‘liquid 

hydrogen’ (‘Wasserstoff’) given by mistake in the German translation was 

either recalled exactly or corrected to ‘liquid oxygen’ (Saurerstoff’).26 The 

Germans tended to report the presence of ‘generals’ at the launching far 

more often than the Americans (who concentrated on the ‘scientists’), 

perhaps because of clearer memories of warfare rocketry. Still, the 

tendencies themselves were comparable for both nationalities, despite 

variations in commonsense knowledge stores. 

39. The six processing tendencies would not, as far as we can judge so 

far, be able to make exact predictions for a specific case and receiver. In 

fact, they could easily interact in complex and unforeseen ways. For 

example, a given pattern of text-presented knowledge might match a pattern 

in stored knowledge so well that the privileged status of the good match 

(IX.37.1) could be offset by utter effacement of a few non-matching (IX 37.3) 

or variable (IX.37.5) elements; the overall result might be no more accurate 

recall than a modest match would elicit. Or, a particular person’s experience 
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might lead to a wholly unpredictable treatment of text-world elements, e.g. 

when the American reader remembered a ‘captured German’ rocket. 

40. Furthermore, the fact that a recall protocol is a text in its own right has 

important implications (cf. Kintsch & van Dijk 1978: 374). A certain degree of 

variation between the original text and a given protocol can arise simply 

because the test person is striving to uphold textuality at the moment of 

making the report. The current demands of cohesion and coherence will 

call for additions, changes, and omissions of material. In real-life settings, 

situationality will be influential according to the circumstances under which 

people must recall things. There may even be a trend toward upholding 

informativity by embellishing or exaggerating the content over that of the 

original; certainly some such process appears to operate in the “tall tales” 

narrated in rural areas.27
 

41. Such considerations indicate that intertextuality should not be 

disregarded as a factor in any experimental or empirical research on texts or 

on the transmission of knowledge via texts. Communication serves a myriad 

of purposes under all sorts of conditions, but with surprisingly economic 

means and surprisingly few disturbances and misunderstandings. At one 

extreme, we must not try to define the function of language elements for all 

conceivable contexts; at the other extreme, we must not conclude that every 

context is so unique that no systematic regularities can be distilled. The 

central task for a science of texts is rather to find the regularities according to 

which conventional functions are either re-affirmed or adapted in actual 

usage. The whole notion of textuality may depend upon exploring the 

influence of intertextuality as a procedural control upon communicative 

activities at large. 

  

Notes 

1 In addition to the sentence typologies of transformational grammar, 

sentence typologies have been offered by Admoni and Brinkmann, among 

others (cf. survey in Helbig 1974). 
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2 The notion of “function” here is again based on that in systems theory: the 

contribution of an element to the workings of the entire system (in this 

case, the system of communication). See note 2 to Chapter VII. 

3 Freedle & Hale (1979) found that narrative schemas can be acquired and 

transferred to the processing of descriptive (“expository”) texts. 

4 A major question we have pointed out on occasion (cf. I.16; VII.28, 42; 

VIII.20) is the extent to which text receivers are persuaded by content they 

have to supply themselves an important factor in argumentative texts. Yet 

as we suggested in Chapter VII, all texts could be studied in consideration 

of what they do not say, but might be expected to say. 

5 Literary texts are often called ‘fiction’ to signal their non-agreement with the 

“real world”. But there are fictional texts which are not literary, e.g. simple 

lies; and fictionality is not a sufficient condition for literariness. The 

sufficient condition is the intentional awareness of organizational principles 

that evolves from the various degrees of non-agreement between the text-

world and the “real world” (cf. Iser 1975; Ihwe 1976). 

6 The dates used here are those given in The Norton Introduction to 

Literature ed. J. Paul Hunter (New York: Norton, 1973) pp. 78ff. The dates 

are those of the first publication, which, according to the editor, do not 

“differ substantially” from the dates of actual writing (p. xliii). 

7 Here again, a text-world discrepancy deliberately points up a discrepancy 

in the real world (cf. IV.19; IX. 8; X. 16). 

8 On preferences for problematic knowledge, cf, IV.23, 29; IX.26. On the 

treatment of variables in recall, cf. IX. 37. 5. 

9 The sources of these excerpts are as follows: [153] is from Wesker (1964: 

189); [154] from Osborne (196ib: 67); [155] from Osborne (1961a: 58); and 

[156] and [157] from Osborne (1960: 51). 

10 The sources ofthese excerpts are as follows: [158] from Pinter (1960: 

108); [159] from Spark (1963: 1); [160] from Osborne (1961a: 15); [161] 

from Orton (1967:67); [162] from Spark (1963: 100); [163] from Wesker 

(1964: 200); [164] from Osborne (1961a: 39); [165] from Orton (1967: 82); 
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[166] from Osborne (1961a: 53); [167] from Osborne (1968: 16); [168] from 

Spark (1963: 76); [169] from Osborne (1961a: 38); [170] from Orton (1967: 

66); [171] from Orton (1967: 70); [172] from Wesker (1964: 17); [ 173] from 

Orton (1967: 72); and [174] from Orton (1967: 62). 

11 We noted the function of motivation search in VII.13; here, a participant 

is delegating the search task back to the producer of the problematic text 

(cf. IX.21). 

12 If style is, as we asserted (cf. I.7), the outcome of selection and decision 

processes, then it could well be treated as problematic and variable and 

hence as a suitable topic of discourse (cf. IX. 14). 

13 On the states of participants, cf. note 6 to Chapter VII. 

14 On earlier work about this text, cf. note 10 to Chapter V. Thanks are due 

to all those who participated in running these experiments: Manfred Buge, 

Roger Drury, Richard Hersh, Walter Kintsch, Genevieve Miller, and Althea 

Turner; and to the students who acted as test subjects at the Universities 

of Colorado and Florida, and at the Gymnasium am Wall (Verden an der 

Aller, West Germany). 

15 The text is essentially narrative and thus predominantly, though not 

exclusively, guided by a schema (cf. IX.6). 

16 See note 8 to this chapter. 

17 The event would be recoverable via updating (cf. V. 34). 

18 A new test for the effects of mental imagery is now being designed by 

Robert de Beaugrande and Zofia Solczak-Roberts at the University of 

Florida. The presentation of the ‘rocket’-text is accompanied by pictures 

whose effects on recall are often striking. 

19 Fillmore’s use of the term “scenes” is much broader: “any coherent 

segment of human beliefs, actions, experiences, or imaginings” (Fillmore, 

1975: 143) (cf. IV.40). We prefer the narrow sense: coherent images of 

situations. 

20 We italicise the items changed or added by our test subjects. 



 231 

21 The passage ‘too high to be seen’ may have been influential here. But 

how can we test inferences without eliciting them by our questions? 

22 Cf. Rumelhart (1975, 1977b); Bower (1976); Anderson (1977); Kintsch 

(1977b); Mandier & Johnson (1977); Meyer (1977); Rumelhart & Ortony 

(1977); Thorndyke (1977); Kintsch & van Dijk (1978); Mandler (1978); Stein 

& Nezworski (1978); Adams & Collins (1979); Beaugrande & Colby (1979); 

Freedle & Hale (1979); Stein & Glenn (1979); Beaugrande & Miller (1980); 

Thorndyke & Yekovich (1980). Compare V.16. 

23 The evidence for primacy effects on recalling texts is still inconclusive 

(Meyer 1977: 308ff) (but cf. IV.24). Conversely, recency effects would 

appear if the final passage of a text were favoured in recall; here again, 

definite proof is lacking (Meyer 1977: 309). 

24 Bransford and Franks (1971) found that receivers were most confident 

about those altered versions which made explicit the greatest number of 

implied associations. 

25 Thanks are due to Manfred Buge, of the Gymnasium am Wall (Verden an 

der Aller), for running these tests; and to Dr. Daniele Kammer of the 

University of Bielefeld  for the translation. 

26 One subject even commented that the presented text was in error, and 

pointed out that the V-2 required oxygen rather than hydrogen. 

27 The tendency to depict preternaturally large or small objects in literary 

texts has been discussed in Weinrich (1966). Our own test readers quite 

often made the rocket much larger and faster in their reports (cf. IX.37.5). 

When one group was later assigned to write their own stories about a 

‘rocket’, there were greater exaggerations, e.g., flying from the earth to 

Mars in six hours. 

Chapter X 

 Research and schooling 

    1. In the past, linguistic theories and models were often constructed 

according to purely internal considerations of describing language structures. 

Whether these theories and models would be useful to other disciplines 
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concerned with language, and whether they would contribute to 

methodologies for improving language-based skills among society at large, 

were issues of small concern. A linguistics of TEXTS, on the other hand, as a 

sector of an integrated science of texts, places resolute emphasis on 

addressing these issues. After all, text linguistics needs the cooperation of 

adjacent disciplines in order to come to terms with its most essential objects 

of inquiry. And if the strategies and procedures which operate during the 

production and reception of texts are indeed controlled by standards of 

efficiency, effectiveness, and appropriateness (I.23), then a linguistics of 

texts should have considerable potential for contributing to language training 

(cf. Kohonen & Enkvist (eds.) 1978). We shall attempt to outline in this 

chapter some ways in which the approach presented so far might be useful 

in interdisciplinary research and language-related schooling. 

2. The full extent of the implications that could be explored might well 

demand a separate book. We will only pass in review over a few concerns of 

those domains in which texts are either an object of inquiry or a means of 

management: COGNITIVE SCIENCE, SOCIOLOGY, ANTHROPOLOGY, CONSULTING 

PSYCHOLOGY, READING, WRITING, LITERARY STUDIES, TRANSLATION STUDIES, 

CONTRASTIVE LINGUISTICS, FOREIGN-LANGUAGE TEACHING, SEMIOTICS, and 

COMPUTER SCIENCE. 

3. COGNITIVE SCIENCE is a comparatively new field integrating the concerns 

of cognitive psychology (cf. III.34) and computer science (cf. X.26ff.) (see 

also I.24; Bobrow & Collins (eds.) 1975; Collins 1977b). Texts are only one of 

the centres of interest in this field. Important progress has also been attained 

in the study of the organization of world knowledge in human memory and 

access; and of the procedural utilization of meaning (cf. Chapter V). We 

cannot yet observe the mechanisms of learning, knowing, and recalling 

meaningful material within the mind itself. But we can safely assume that the 

observable activities of textual communication must be in part determined by 

the organization of memory and the nature of meaningful behaviour.1 
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4. Plainly, textual communication is a crucial domain for building theories 

of cognition at large. Texts are essential for reporting mental events as far as 

the latter are accessible to conscious awareness. Textual communication is 

the most elaborately and subtly differentiated system of human symbolic 

behaviour: it allows people to maintain and agree upon distinctions that are 

unmanageably fuzzy or disputable in other modes of behaviour. Quite 

possibly, textual communication entails the major skills for rational human 

behaviour in general: (a) PROBLEM-SOLVING capacities; (b) PLANNING 

capacities; (c) capacities for GENERATING, TESTING, and REVISING HYPOTHESES; 

(d) capacities for PATTERN-MATCHING; (e) PROCESSING EASE for expected or 

probable occurrences; (f) processing DEPTH for non-expected or improbable 

occurrences; (g) capacities for REDUCING COMPLEXITY to meet PROCESSING 

LIMITATIONS; (h) capacities for selective FOCUS OF ATTENTION; (i) capacities for 

maintaining CONTINUITY OF EXPERIENCE; and (j) capacities for projecting or 

inferring these various dispositions and activities among the other 

participants in interaction.2 

5. INTELLIGENCE arises, we believe, not merely from rapid, accurate 

storage and recovery of specific knowledge—an unfortunate misconception 

in both psychology and education—but rather from the ability to apply or 

adapt a small set of powerful skills and procedures to any particular task at 

hand (Beaugrande 1980a; Papert 1980). It is the capacity to work with high 

POWER (in the sense of Minsky & Papert 1974: 59) by recognizing and 

performing any given task as an instantiation of a general operation type, 

such as those enumerated in X.4. The decision and selection processes 

demanded in textual communication must function at so deep a level, such 

that content can be conveyed and situations can be managed without relying 

on predetermined texts. People can recall the purpose of a discourse after 

forgetting the surface texts used (Schweller, Brewer & Dahl 1976). On the 

level of conscious attention, syntax, meaning, information, and planning are 

processed in terms of high-power typologies of occurrences and 

relationships, not in terms of particular words and structures (cf. III.14, 17, 
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35; IV.3; V.25ff; VII.7ff; VIII.10ff; etc.). Research on textual communication 

may well lead to processing models with powerful implications for the 

development of intelligence at large. 

6. To meet these changing priorities, a new perspective may evolve upon 

issues treated in traditional linguistics (cf. 0.6). The isolation of “distinctive 

features”, practised extensively in descriptive linguistics (II.19), may be 

redirected toward those features which are actually consulted during 

language operations. The structural analysis of potentially ambiguous 

sentences, a frequent exercise in transformational grammar, may be re-

oriented toward human processing strategies that preclude or resolve 

ambiguities in actual usage.3 The notion of “presuppositions” as prior 

knowledge entailed by a single sentence, a topic of numerous discussions 

among philosophers (cf. Petöfi & Franck (eds.) 1974), might be superseded 

by the development of a general theory of how world-knowledge is utilized in 

communication. The logicians’ preoccupation with the “existence” of 

individual objects and the “truth conditions” for sentences could be 

supplanted by the investigation of the cognitive thresholds at which humans 

are disposed to recognize objects and believe statements (cf. V.40). Perhaps 

the issues which have resisted conclusive treatment from speculative or 

formalistic standpoints may become decidable from an empirical one. 

7. If, as we suggested in X.4, textual communication entails the major 

skills found in rational human behaviour at large, the usefulness of a science 

of texts should be extremely wide and versatile. Many disciplines besides  

linguistics deal with aspects of problem-solving, planning, hypothesis-testing, 

and attention. Moreover, texts are the most widespread vehicle of scientific 

exploration and discussion. The status of theories and models in most 

sciences is no better than the status of the accepted mode of discourse.4 The 

scientists themselves cannot belong to a scientific community until they have 

acquired its conventions of discourse and argumentation. Instruction, 

description, explanation, examination, interviews, questionnaires, research 
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reports—all these commonplace uses of texts are as indispensable to 

science as the most elaborate technological instruments. 

8. In many disciplines, texts themselves are among the objects of inquiry. 

SOCIOLOGISTS are concerned with notions like “symbolic interaction” as 

expounded by George Henry Mead, and “strategic interaction” as expounded 

by Erving Goffman.5 Language skills figure prominently in the sociology of 

schooling, and the study of social class differences.6 ANTHROPOLOGISTS 

investigate folktales, rituals, litigation, and other cultural institutions centred 

around the use of certain text types.7 PSYCHIATRISTS and CONSULTING 

PSYCHOLOGISTS depend upon therapeutic discourse for the discovery and 

treatment of mental illness.8 

9. The study of READING has advanced considerably in recent years. A 

science of texts should be able to assist in defining READABILITY as the extent 

to which a presentation is suitable for reception among given groups. Early 

probes relied heavily on surface aspects, such as length and frequency of 

words and the complexity of sentences (cf. surveys in Klare 1963; Groeben 

1978). Such simple methods were straightforward in their application, but 

rather inconclusive as accurate measurements. As Rothkopf (1976: 108) 

remarks, “the lexical characteristic chiefly tapped is familiarity. Vividness and 

concreteness are neglected; exposition and organization are disregarded 

completely; content factors are ignored.” In effect, the early measures took 

no account of textuality beyond some obvious factors in cohesion. 

10. To appreciate coherence, readability measures would have to 

consider how text-presented knowledge interacts with world-knowledge (cf. 

IX.37ff.). For example, readability has been shown to suffer if material 

needed to match elements of a STORY SCHEMA is removed (Thorndyke 1977); 

schemas are evidently used even by very young children.9 The hierarchical 

organization of material according to its importance and generality affects 

readability also (Meyer 1975, 1977): passages rated by judges as the most 

important were shown to be the best remembered by various groups of 

readers. 
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11. On the other hand, readability cannot be optimised simply by striving 

for the best possible match between text-presented knowledge and prior 

world knowledge. The resulting text would possess radically low 

informativity and hence be devoid of interest. This flaw pervades much of 

the reading materials now used in education. Readers would gladly expend 

additional effort upon a text if the unexpected occurrences lead to rewarding 

insights. We discussed in VII.21ff. how the ‘gorilla’-text was constructed 

according to that principle. Readability must therefore not be defined as the 

expenditure of the least effort (despite Hirsch 1977), but rather as the 

appropriate proportion between required effort and resulting insights.10
 

12. The situation is similar in the research on and the teachin of WRITING. 

Older methods have dwelt heavily on surface mechanics, such as 

punctuation, subject-verb agreement, or disordered syntax. Often, the mere 

suppressing of errors in surface mechanics was equated with writing well. 

Later, scholars (like Christensen 1967) began to study the formal 

arrangement of extended discourse, and found various typical patterns. But 

“the reasons for the effectiveness of different patterns, the ways in which 

their parts interact, the most useful techniques of deciding upon particular 

sequences of steps in composing ... have been dealt with slightly, hesitantly, 

or not at all” (Larson 1976: 71). A procedural investigation of the decision-

making processes would be helpful in offsetting this deficit.11 The ways that a 

writer can build and use a reasonable model of the intended reader audience 

should also be presented and explored. Unlike spoken language, writing 

cannot rely on immediate feedback and must therefore be far more closely 

planned and critically evaluated (cf. Rubin 1978a). The subsidiary factors of 

voice quality, intonation, facial expressions, and gestures must be 

compensated with purely textual means of creating focus and interest. 

13. LITERARY STUDIES have been applying linguistic methods of inquiry for 

many years (see II.11). The methods have corresponded to the 

contemporary trends in linguistics proper. The description of structures was 

carried out in early studies such as those of the “Russian Formalists” (e.g. 
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Eichenbaum, Jakobson, Jakubinskij, Propp, Šklovskij, Tomaševskij, 

Tynjanov, Vinogradov), and the “Prague Structuralists” (e.g. Havránek, 

Mathesius, Mukařovský, Trnka).12 Description focused on the elements and 

configurations which set literary or poetic language apart from everyday 

language and thus remove it from “automatic” processing. This “de-

automatization” (Mukařovský 1964) could be achieved both via “deviations” 

such as rare neologisms or displaced syntax, and via the imposition of 

detailed “equivalences” which everyday language would not manifest.13 In 

either case, the structures involved were described from an essentially static 

viewpoint. 

14. During the ascendancy of transformational grammar, proposals were 

advanced for a “generative poetics”: a special grammar designed to 

“generate” literary structures via modified rules.14 However, it gradually 

became evident that no such grammar could be set up for any large set of 

texts. The diversity of literature and poetry would lead to an explosion of 

special rules, some of which, in the worst case, would be required for one 

single instance. The rules would also generate many undesirable structures 

not found in any samples. Indeed, the explosion of the grammar would 

eventually allow the generating of every conceivable structure, so that 

nothing would have been explained at all.15
 

15. Neither the descriptive nor the transformational approach made any 

concerted attempt to deal with the alternativity of textual worlds which we 

consider a distinctive trait of literature and poetry (cf. IX. 8f). Consequently, 

the epistemological and social functions of literary discourse were neglected 

or treated only marginally. The poetic text was thought to revolve around 

itself, drawing all of the receivers’ attention to the formatting of the message 

and hence freeing them from any practical consequences of communicative 

interaction. 

16. Deviations for their own sake or for the sake of tinkering with language 

would hardly suffice to account for the prestigious status of literary and poetic 

texts within the overall context of social discourse. The history of literature 
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shows that the value assigned to a literary text over the years is not a direct 

outcome of its degree of deviation; otherwise, we should all rate Gertrude 

Stein over Ernest Hemingway. Evaluation rather reflects the enriching nature 

of the insights provided in downgrading unexpected occurrences by finding 

their communicative motivations (cf. VII.11ff) and upgrading expected 

occurrences by noting their special significance. Discrepancies and 

discontinuities in literary texts are most effective if they are matched to 

discrepancies and discontinuities in the socially established model of the 

“real world” (cf. IV.19; VII.40; IX.8). For example, the enduring appeal of 

Lewis Carroll’s Alice books arises from the entertaining way in which the 

nonsensical occurrences in the text-world point up the arbitrary, often foolish 

conventions of Victorian society and its treatment of children. 

17. Experimental classes conducted by R. de Beaugrande at the 

University of Florida have demonstrated that this outlook is quite useful in 

teaching literature to a wide audience of non-specialized receivers. Students 

rapidly become skilled at discovering the motivations for all sorts of non-

ordinary occurrences in poetry. These motivations may not have been 

present in the conscious control of the text producer. Often, we have no 

reliable access to the text producer’s real intentions other than through the 

evidence of the text itself. Indeed, the best of intentions would not be relevant 

if the text could not be utilized by its contemporaries without detailed 

personal knowledge from other sources.16 There does seem to be a 

correlation between common intuitive value judgements, literary texts, and 

the interestingness of motivations and insights uncovered in the fashion 

described above. 

18. This approach admittedly exceeds the traditional scope of linguistics. 

Literary studies could profit greatly from a general, interdisciplinary science of 

texts. Siegfried J. Schmidt (1979, 1981) has provided a theoretical framework 

for literary studies in the broader context of social action and interaction. The 

investigation of literary texts would be expanded to the investigation of the 

use of literary texts (cf. Wienold 1972): literary criticism would become an 
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object of inquiry as well as a means. Even when critics cannot agree on the 

motivation for certain occurrences in a given text, critical reactions still 

document the presence and interestingness of the occurrences 

themselves.17 Criticism is basically an activity of DOWNGRADING (finding 

motivations that integrate improbable occurrences) and UPGRADING (finding 

more specialized motivations for everyday occurrences): the more rewarding 

the text, the more numerous and fulfilling will be the spread of upgradings 

and downgradings. In Shakespeare’s texts, for instance, there are striking, 

many-sided motivators for the selection and arrangement of language 

options.18 One critic’s downgradings would not be “correct” or “incorrect”, but 

rather more or less probable, convincing, and enriching. 

19. A science of texts can also contribute to TRANSLATION STUDIES.19 

Translating entails above all the actualization of language, and the 

traditional linguistic preoccupation with virtual, self-contained systems 

impeded the development of translation theory.20 This point became 

dramatically clear when virtual systems were used as the sole basis for 

machine translation: a computer working only with a grammar and lexicon 

(both virtual systems) was found unable to operate reliably, because it could 

not evaluate context. A computer equipped with prior knowledge of the world 

fares much better, being able to decide what concepts and relations will be 

preferentially combined in text-worlds.21 A preference model for all language 

operations would work better still, e.g. with preferences for mapping text-

worlds onto the surface texts; for realizing intentions and plans via discourse 

actions; for relating texts to situations of occurrence; and so on. The high 

costs of programming all these preferences into a computer would be offset 

in the long run by more intelligent, satisfactory translating. 

20. Human translating has been the object of a longstanding controversy 

over “literal” versus “free” approaches. This discussion reflects the inaccurate 

views that there can be an equivalence of language elements independently 

of their setting of occurrence; and that such equivalence is somehow relevant 

to actual usage. The “literal” translator decomposes the text into single 
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elements (or small groups of elements) and replaces each with a 

corresponding element (or group) in the goal language. The “free” translator 

judges the function of the whole text in discourse and searches for elements 

that could fulfil that function in a goal-language situation. The success or 

failure of either approach is doubtful: an unduly “literal” translation may be 

awkward or even unintelligible, while an unduly “free” one may cause the 

original text to disintegrate and disappear altogether. 

21. The equivalence of a translation with its original can only be an 

equivalence in the experience of the participants.22 The major source of non-

equivalence arises when the translator incorporates his or her own 

experience into the text itself, leaving the receivers with little to do. To 

counteract this tendency, translators must strive to convey the same kind of 

experience with the same kind of language material, and to expand, reduce, 

or modify textual components only as far as necessary to minimize a 

divergence of experience. Whether or not the elements in the goal language 

text occupy the same positions in their virtual systems as do the elements 

of the original text in theirs, is a secondary matter, often leading to 

irresolvable and unnecessary conflicts. 

22. LITERARY translating illustrates these considerations quite forcefully. As 

we have suggested before, literary and poetic texts make use of alternative 

organizations of the world or, of discourse about the world in order to elicit 

special processing activities from the receivers.23 If a literary or poetic 

translator interferes with those organizations, equivalence of experience is 

rendered impossible. All too often, translators will incorporate into the text 

their own processing activities: solving the problems, reducing polyvalence, 

explaining away any discrepancies or discontinuities, and so forth. Soon, the 

receivers of the translation find their mental tasks pre-empted. Translators 

should instead analyse both the text and the range of plausible receiver 

reactions, in order to preserve as much of that range as possible. This task 

would obviously be assisted by a science of texts in which language 

elements and structures are viewed in terms of processes and operations. 
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23. CONTRASTIVE LINGUISTICS, concerned with the differences between 

languages,24 should be expanded to a confrontation of textual strategies. The 

contrasting of virtual systems alone, carried to extremes by John Catford 

(1964) for instance, fails to show how different languages can be used for the 

same or similar purposes in human interaction. Indeed, as Georges Mounin 

(1963) pointed out, a preoccupation with the divergencies among virtual 

systems, especially grammar/syntax and lexicon, would lead one to suppose 

that translating should be impossible in both theory and practice. The 

“comparative stylistics” developed by Vinay and Darbelnet (1958), on the 

other hand, illustrates correspondences and divergences among cultural 

patterns of actual usage. Although their criteria are often impressionistic, 

Vinay and Darbelnet capture some important regularities that could be 

empirically elaborated by psychological and sociological research. 

24. FOREIGN-LANGUAGE TEACHING is at present in a precarious condition. All 

too often, the failure of most learners to acquire the new language 

adequately is accepted as the normal state of affairs. A radically 

behaviouristic approach known as the “audio-lingual” or “direct” method, in 

which language use is considered a simplistic “stimulus-response” 

mechanism has survived in America despite the downfall of behaviouristic 

learning theories in psychology proper (cf. VI.12) and despite the discrediting 

of this approach in Great Britain and Europe, where communicative language 

methods are preferred (cf. Wienold 1973; Wilkins 1976). Apparently, the 

ability to communicate in a language is equated with the ability to form 

grammatical paradigms and syntactic patterns with the help of 

unsystematically compiled vocabulary lists. The learners are given no 

thorough exposure to the actualization strategies without which these virtual 

systems of grammar/syntax and lexicon are of little practical value: how to 

relate texts to situations or to plans and goals. Learners are forced to act as if 

grammatical perfection were the highest priority for saying anything (such is 

at least the usual standard for evaluation and testing),24 so that they easily 

become tongue-tied and helpless. A science of texts could help to set new 
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priorities and to select those rules, procedures, and domains which are 

sufficient for textual communication on a limited scale (cf. Wikberg 1978). 

25. The emerging super-discipline of SEMIOTICS, the study of signs, still 

lacks a general, unified theory. There is a great diversity among types of 

signs: written words, graphic images, musical notes, paintings, hand signals, 

and so forth. The unity of signs (and thus of semiotics) lies in the systemic 

nature of their occurrence in the context of human activities. In the broadest 

sense, any meaningful sign configuration is a text, and must possess 

textuality. Each individual sign occurs in an actual system that regulates and 

determines its function and sense. A science of linguistic texts might well be 

expanded and generalized to deal with semiotic texts of all sorts. Films, art 

works, billboards, concerts, political rallies, games—all these events (and 

many more) are composed of cohesive and coherent elements with 

relevance to the participants’ attitudes and goals within the situation. 

Presumably, it is a basic precondition of acquiring, storing, and using signs 

that they must contribute to the textuality of their respective settings of 

occurrence. 

26. COMPUTER SCIENCE is currently in a state of rapid evolution. Terry 

Winograd (1979) discusses the rising demand for “higher-level” programming 

concerned not with detailed numerical operations, but with “manipulating 

complex systems and components”. As long as computers can only carry out 

well-defined sequences of steps on precisely preformatted data, 

programmers will have to keep modifying or replacing expensive software 

capable of only a few specific tasks. An INTELLIGENT computer would be 

programmed to manage a wide range of tasks without severe restrictions 

upon the formatting of data (cf. Lenat 1977; Walker (ed.) 1978; Simon 1979; 

see also discussion in X.5). For example, computers should be able to 

operate from an “informal” description of a task domain (Goldman, Balzer & 

Wile 1977). This kind of program will require “world views” (Winograd 1979: 

395), i.e., knowledge of how real-world events and situations are organized, 
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in order to understand its tasks and act without incessant inspection and 

guidance. 

27. Research toward the development of such “intelligent” computer 

systems has important implications for a science of texts. We have already 

availed ourselves in this volume of many notions and proposals for “artificial 

intelligence” in computers.25 These contributions are intended to improve the 

interactions of humans with machines, particularly where the abilities of the 

two groups complement each other. Computers offer rapid computation and 

expensive storage, while humans have vast-storage and rather slow 

computational abilities (Loftus & Loftus 1976: 128). Computers can recall any 

desired amount of material without loss or error over long periods of time, 

while most humans cannot. Humans can recognize subtle analogies and 

correlations which still evade the computer (Collins & Quillian 1972). 

Whereas no absolute improvements of human memory capacity and 

computational speed are yet in sight, computer abilities have been 

enormously expanded in the past ten years. Humans apparently cannot 

become more machine-like, but machines can become more human. 

28. On the other hand, artificial intelligence can also be construed as a 

source of models for human processes. In the new field of cognitive science 

(cf. X.3 ff ), theories about the mental activities of humans are frequently 

tested by building computer models. Researchers agree that presently 

operating models are simpler than their corresponding human processes by 

several degrees of magnitude (cf. III.35), but those models already have 

attained a complexity far beyond the scope of traditional theories in 

linguistics and psychology. Only the computer allows us to test immediately 

whether a mathematical or procedural theory of cognition or communication 

actually operates in real time; we can and must specify exact details that may 

remain hidden in human experiments. In short, computers can lead us from 

understanding data toward the broader domain of understanding 

understanding.26
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29. On this optimistic note, we shall conclude our survey of text linguistics. 

We hope to have outlined the basic issues in a useful and not overly 

technical manner. Although those issues are far from resolved, researchers 

are gradually acquiring important insights into the nature of the questions 

worth investigating. The nature of texts as objects of inquiry clearly calls for a 

re-evaluation of traditional linguistic methodology. By defining texts as actual 

communicative occurrences, we are obliged to consider all the factors of 

control and processing in realistic settings. Perhaps this expansion of our 

domain will not heighten the complexity of research and application as much 

as one might suppose. The fact that humans can and do communicate 

successfully in a staggering range of settings indicates that there must be a 

limited set of powerful, regular strategies at work, some of which we 

suggested in X.4. In its attempts to isolate single systems (phonology, 

morphology, syntax, etc.) and to keep language distinct from everything else, 

linguistic research may have remained on a superficial plane that increased 

complexity of study rather than reducing it. On a more powerful plane, a 

simpler and more unified account of human language may yet be 

forthcoming. 

Notes 

1 Bock (1979) suggests that some parallels may exist between text 

processing and the language tasks assigned in traditional psychological 

experiments, e.g. the learning of word-lists. A study by Mary Kircher (cited 

in Meyer 1977: 308), however, reports the contrary. 

2 We appeal to these notions repeatedly in the present volume; see the 

Index of Terms for listings of the passages involved. And see Beaugrande 

(1980a) for further details. 

3 Peter Hartman (personal communication to RdB) observes that linguistic 

analysis tends naturally to proliferate ambiguities that play no role in real 

communication; cf. note 7 to Chapter III. 

4 Groeben (1978) argues that linguistic and psychological tests can be 

deployed to improve didactic texts for scientific instruction. 
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5 Cf. Blumer (ed.) (1969); Goffman (1974). 

6 Cf. Gumperz & Hymes (eds.) (1972); Cicourel et al. (1974). 

7 Cf. Frake (1972); Colby (1973a, b); Salmond (1974); Leodolter (1975); 

Wodak (1980). 

8 Cf. Dressler & Stark (1976); Engel (1977); Labov & Fanshel (1977); 

Wodak-Leodolter (1979). 

9 Cf. Kintsch (1977b). In a comparative study with fourth-graders and tenth-

graders, Beaugrande & Miller (1980) found that the different stores of prior 

knowledge caused consistent variations in the interaction of a schema with 

prior cognitive dispositions. On schemas, cf. V.16; note 22 to Chapter IX. 

On modelling reading, cf. Beaugrande (1981a). 

10 In more general terms: humans enjoy solving difficult problems if there 

are correspondingly intense rewards. On the preference for problematic 

knowledge in texts, see note 8 to Chapter IX. 

11 cf. 11.4; III.20-28; IV.20; VI.10-20; VIII.13-27. A similarly conceived 

model has been proposed by Flower & Hayes (1979) (cf. also Bruce, 

Collns, Rubin & Gentner 1978). 

12 Some papers of the Russian Formalists are surveyed in Erlich (1955); 

Matejka & Pomorska (eds.) (1971); Hansen-Löve (1978); some from the 

Prague Structuralists are in Garvin (ed.) (1964). 

13 On deviation, cf. Mukařovský (1964); Levin (1963, 1965). On 

equivalence, cf. Levin (1962); Jakobson & Jones (1970); on some 

problems inherent in these and related approaches, cf. Werth (1976); 

Beaugrande (1978b, d, 1979c). 

14 The major force in this movement was the work of Teun van Dijk (1972a), 

but some earlier short works were also influential (e.g. Bierwisch 1965b; 

Žolkovskij & Ščeglov 1967; Hendricks 1969; Thorne 1969; Levin 1971). 

15 There would also be combinatorial explosion if any text producer 

attempted to apply such a grammar (cf. III.5, 32). 
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16 The hopes of explaining literature away by analysing the personal 

biographies of authors is a special case of downgrading, namely: 

assigning the motivations for special views of the world or of language 

about the world to external experiences (cf. X.18). But the causality of 

these experiences is at best doubtful, and not necessarily relevant. 

17 See discussion in Riffaterre (1959: 162). 

18 Cf. Jakobson & Jones (1970); Beaugrande (1979c). 

19 Cf. Dressler (1970, 1972b, 1974b); Beaugrande (1978a, 1980e). 

20 This problem was already clear in the critique from Mounin (1963); cf. 

X.23. 

21 This approach has been advocated especially in the work of Yorick Wilks 

(1972, 1979); the translation component of the Yale group (cf. Goldman 

1975; Schank & Abelson 1977; Cuihngford 1978) works on comparable 

principles in its application of knowledge about events and actions to the 

understanding process. 

22 Beaugrande (1978a) undertakes to consider some implications of this 

thesis for literary translating in terms of research on reader 

phonomenology, e.g. the preservation of polyvalence. A treatment in terms 

of network coherence can be found in Beaugrande (1980e). 

23 Cf. VII.29-42; IX. 8-9; X. 13-18. 

24 Cf. Nickel (ed.) (1971, 1972). At present, contrastive linguistics is in a 

state of some confusion after the downfall of transformational grammar as 

the accepted “paradigm”, since contrasts can only be made in terms of 

some linguistic theory or model (cf. Coseriu 1972). 

24a Ulijn (1980) found that syntactic problems were in fact not as important 

barriers to comprehension as were semantic, at least in reading a second 

language. 

25 The notions of “access”, “control centre”, “default”, “frame”, “goal”, “hold 

stack”, “management”, “monitoring”, “network”, “operator”, “problem-
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solving”, “search”, and “space”, for example, are all borrowed from 

computer science in general and artificial intelligence in particular. 

26 The shift away from “facts” toward the procedures for acquiring or 

demonstrating facts has finally begun in the sciences at large (cf. 

Stegmüller 1969, 1976; Kuhn 1970; Lakatos 1976; Spinner 1977; 

Feyerabend 1978). This trend, so long overdue, has proven enormously 

productive in opening the foundations of sciences to critical discussion at a 

time when a point of diminishing returns has become noticeable in many 

fields. For an application to linguistic theory, see Finke (1979); Beaugrande 

(1981b). On a more detailed plane, the same trend is emerging in 

education (cf. Collins, Warnock, Aiello & Miller 1975; Collins 1977a; Brown, 

Collins & Harris 1978; Papert 1980). 
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