.-

Routledge Studies in Empirical Translation

JIVIE JATA ANL JL JRF

\




Corpus Triangulation

Despite the recognition that corpus-based translation research would benefit
from the triangulation of corpora, little has been done in the direction of actu-
ally employing combined corpus data and methods in the field. This book aims
to address this gap by providing a much-needed detailed account of corpus tri-
angulation, where different corpora (e.g. parallel, comparable, synchronic, dia-
chronic) and /or different methods of analysis (e.g. qualitative, quantitative) can
be used to increase our understanding of the phenomena where translation plays
a key role. The book also demonstrates clearly how the proposed methodology
can be fruitfully employed to investigate different linguistic features, through its
systematic application to empirical data. The first part of the book introduces
the innovative framework for corpus triangulation, which is based on a new and
comprehensive corpus typology, while the second part applies the methodologi-
cal framework to two case studies examining the language of translation and the
relationship between translation and language change. The book advances cur-
rent translation studies in terms of methodology innovation and offers a model
on which future studies investigating the network of relationships surrounding
translated texts can be based.

Sofia Malamatidou is a Lecturer in Translation Studies at the University of Bir-
mingham, UK. Her main research interests are in the fields of corpus linguistics,
translation studies and contact linguistics. She has published papers in interna-
tional journals ( The Transiator, Target, Meta) and edited volumes.
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Introduction

Aim

When corpora were first introduced some 25 years ago in the field of translation
studies (Baker 1993), few could have anticipated the impact they would have had
on a relatively young discipline. Since then, corpus-based translation research
has seen some remarkable developments. Large corpora focusing specifically on
translation, and even interpreting, have been created, such as the Translational
English Corpus (TEC), the Oslo Multilingual Corpus, and the European Par-
liament Proceedings Parallel Corpus, and a broad range of tools are now avail-
able for the investigation of a wide variety of linguistic features in monolingual,
bilingual, and even multilingual corpora. Corpus-based translation studies has
by now overcome its “teenage angst” (Olohan 2004, p. 1) and has entered its
mature years regarding developing its own identity and establishing itself as a fast-
growing arca of research. As a result, there is now a growing need for research
that will report on the most recent corpus approaches and methodologies to help
move corpus-based translation studies forward.

This book aims to contribute to this coming of age, by proposing and discuss-
ing an innovative methodological framework where corpus data and/or meth-
ods are combined in a principled way for the study of phenomena related to
translation (e.g. the relationship between translated and non-translated texts). In
particular, this book aims at introducing triangulation techniques and demon-
strating how these can be fruitfully employed to investigate different translation
phenomena and advance corpus-based translation studies by providing answers
to both existing questions and new questions in the field. By the end of the book,
readers should have a good understanding of the main principles of triangulation,
and be able to appreciate its advantages, while being aware of'its limitations. They
should also be in a position to apply corpus triangulation techniques to their own
corpus projects.

Ultimately, this book fills a conspicuous gap in existing corpus-based translation
research, related to the complementarity of corpus data and methods. Despite
the positive progress, corpus-based translation studies has remained rather static
in the last years, refining existing methodologies, for example, parallel and
comparable corpora, which tend to be understood as separate, rather than
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complementary approaches. While different scholars (Johansson 2003; Kenny
2004; McEnery and Xiao 2008) rightly observe that parallel and comparable
corpora can complement each other, the applications of such combinations have
been made ad hoc, without a clear rationale and generally without the possibil-
ity of being replicated for the benefit of future research. Similarly, although it is
considered standard practice to combine quantitative and qualitative analyses in
corpus-based translation research, such a combination lacks a clear rationale, and
its purpose and benefits are rarely mentioned, while different quantitative meas-
ures are seldom combined. This book focuses specifically on the considerable
advantages of combining corpus data (e.g. parallel, comparable, synchronic and
diachronic), as well as corpus methods (e.g. different quantitative measures or
quantitative and qualitative methods) in a principled way, and presents the results
from two specific case studies, demonstrating how the use of corpus triangulation
can help answer pressing questions in translation studies.

An important aspect of the corpus triangulation framework presented in this
book is that it heavily relies on a novel corpus typology, which is presented in
detail, and which is based on the idea of variables, values and attributes (hence
named the VVA typology). This new corpus typology is comprehensive and flexi-
ble at the same time since it can cater for all existing corpora available today, while
it is sufficiently open-ended to allow for more corpora to be added in the future.
The VVA typology has been purposefully created to operationalise the idea of
corpus data triangulation and, as a result, needs to be adopted by any study
employing this type of triangulation. However, it can also be used as a descrip-
tive framework in any corpus-based translation project, even in those that do not
employ triangulation techniques. Adopting the VVA typology more widely can
considerably facilitate the selection of corpus components from different sources
and allow for a common and clear terminology to be used across corpus-based
translation studies.

A unique aspect of the book is that it consists of both a theoretical and an
empirical part, which are interactively linked. The theoretical part is centred on
the model for corpus triangulation, which has been developed through the analy-
sis of empirical data and can be re-used for analysing similar data from different
genres, contexts and /or languages. The model is then applied to empirical data,
demonstrating its effectiveness and producing valuable insights about translation-
related phenomena. Even though the case studies discussed inevitably reflect the
author’s own research interests and access to material, the corpus triangulation
approach presented in this book is envisaged to be applicable to a wide range
of contexts and languages, and an attempt has been made to include in the case
studies different languages, genres and linguistic features.

It must be noted that the present book aims to move away from the peda-
gogical perspective of existing books in the field, and is, thus, not a textbook of
corpus-based methods in translation studies. Readers who are unfamiliar with
corpus techniques can choose from a growing number of books in the field (e.g.
Olohan 2004; Zanettin 2012). Such books offer very comprehensive introduc-
tions to corpus-based translation studies and guide readers through the exciting
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process of getting started with corpora in translation studies. Conversely, this
book will prove of interest to translation and linguistics researchers, who have a
good understanding of corpus methods and techniques, and would like to exam-
ine advanced methodologies in a fast-growing area of research. At the same time,
the book will be of value to students who wish to study corpus-based translation
studies in more depth and who are after an advanced resource.

Outline

The book is organised in such a way that it reports on all essential aspects of cor-
pus triangulation and is divided into two parts, each consisting of four chapters.
Part I is the theoretical part, and it is here that the theoretical and methodologi-
cal underpinnings of corpus triangulation are discussed. This part begins by pro-
viding an overview of previous attempts at corpus triangulation in corpus-based
translation studies and examines their limitations (Chapter 1). It then offers a
general introduction to triangulation techniques and how these can be adapted
to corpus-based translation studies, providing a detailed definition of corpus tri-
angulation (Chapter 2). Further, it offers a detailed presentation of corpus data
(Chapter 3) and corpus methods (Chapter 4) triangulation. Part IT reports on the
application of corpus triangulation to two case studies. Each case study is divided
into two chapters and applies the corpus triangulation framework described in
Part I to the study of different linguistic phenomena pertinent to translation and
for which a combination of corpus data has been attempted in the past. The first
case study (Chapter 5 and Chapter 6) examines the language of translation, while
the second case study (Chapter 7 and Chapter 8) focuses on the relationship
between translation and language change.

Chapter 1 begins with an overview of the way in which triangulation has been
understood in translation studies. It then focuses on corpus-based translation
studies and offers an in-depth examination of previous attempts at combining dif-
ferent corpora, as well as quantitative and qualitative methods. Models of corpus
combination that have been attempted in the past are presented, especially those
employed in the investigation of the (ir)regularities of the language of translation
and the relationship between translation and language change. These models are
examined closely regarding their advantages and limitations to establish whether
they constitute examples of ‘real’ triangulation or an ad hoc combination of data
or methods.

Chapter 2 introduces readers to the concept of triangulation, tracing its evolu-
tion and development in the social sciences and how it has come to be imple-
mented in a growing number of disciplines. Particular attention is paid to the idea
of integration, as a distinguishing characteristic of triangulation, as well as to the
purpose of triangulation. These concepts are then applied to corpus-based trans-
lation studies to arrive at a definition of corpus triangulation. Two distinct types
of corpus triangulation are identified: corpus data and corpus method. Finally,
this chapter examines the potential advantages that triangulation techniques
demonstrate, as well as their limitations and how they might be addressed.
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Chapter 3 begins by providing a comprehensive definition of corpus as under-
stood in corpus-based translation studies and briefly examines existing typologies
of corpora in the field regarding their suitability for informing a corpus triangula-
tion model. A novel corpus typology is proposed, namely the Variables—Values—
Attributes (VVA) typology, which forms the basis of the corpus triangulation
model. The remainder of this chapter explains how corpus data triangulation
can be achieved based on the new corpus typology and discusses issues of corpus
design that might be affected by triangulation considerations, namely corpus size,
representativeness and balance.

Chapter 4 focuses on the different aspects of corpus methods that can be com-
bined to achieve corpus method triangulation and introduces its two subtypes:
within-method and between-method. The former refers to the combination of
methods belonging to the same paradigm (i.e. quantitative or qualitative), while
the latter relates to the combination of methods belonging to different para-
digms (e.g. qualitative and quantitative). Since quantitative methods are seldom
combined in corpus-based translation studies, more emphasis is placed in this
chapter on how quantitative methods can be used complementarily, with a spe-
cial reference to inferential statistics, which are considered crucial for the cross-
comparison of different corpora.

Chapters 5 and 6 see the application of corpus triangulation to the investigation
of the language of translation and in particular the examination of the factors
that affect the distribution of adversative connectives in a 9-million-word corpus
of non-translated and translated Russian texts and their English source texts. The
factors examined are the genre of the text (fiction, children’s fiction and non-
fiction), the audience it addresses (adults vs. children), the influence from target
linguistic conventions, and the influence of the source texts. Chapter 5 establishes
the research background for the case study, examining how adversative connectives
are used in English and Russian, while Chapter 6 describes the corpus design
and methodology, focusing on how triangulation is achieved, and reports on the
corpus findings. Results suggest that a complex interplay of factors affects the
use of connectives, which can be related to influence from target linguistic
conventions, source language interference and other genre-specific considerations
(e.g. audience).

Finally, in Chapters 7 and 8, corpus triangulation techniques are applied to
the investigation of the possible relationship between translation and language
change. More specifically, an 800,000-word corpus of non-translated Greek and
English popular science articles, together with translated Greek popular science
articles and their English source texts, is examined to establish whether the fre-
quency and patterning of cleft and pseudo-cleft constructions have changed in
Greek texts as a result of contact with English through translation. As with the
previous case study, Chapter 7 sets the background, discussing the main proper-
ties of these constructions in English and Greek, while Chapter 8 focuses on the
corpus design, methodology and findings. Results suggest that, while there is no
quantitative evidence to suggest that the frequency of these constructions has
changed in Greek, there is some indication based on the qualitative analysis which
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allows us to hypothesise that changes might be observed in their patterning due
to contact with English through translation.
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1 Triangulation in
corpus-based
translation studies

1.0 Introduction

This chapter offers an overview of existing attempts towards triangulation in
corpus-based translation studies. These attempts are not examined in isolation,
but rather as part of a more general trend in translation research, and the chap-
ter begins by examining how triangulation is understood in translation studies
research more generally. In corpus-based translation studies, we can identify two
main types of triangulation: one involving the combination of different types of
corpora and one consisting of the combination of quantitative and qualitative
methods of analysis. More emphasis is placed here on triangulation where differ-
ent types of corpora are combined since it presents more difficulties compared to
the other type, which is considered somewhat more established in corpus-based
translation research. Since attempts at combining corpus data and methods are
rarely labelled as triangulation, the terms combined corpora and combined methods
are used in this chapter to clearly differentiate such approaches from the corpus
triangulation model presented in this book. The aim of this chapter is to reveal
the gaps in existing research and stress the need for a systematic and comprehen-
sive account of corpus triangulation.

1.1 Triangulation in translation research

The most informative theoretical account of triangulation in translation studies is
provided by Hansen, who defines triangulation as “a mix of procedures to grasp
complex phenomena” (2010, p. 207). She also identifies the different elements
that can be combined: subjects, material, strategies, methods, purposes, perspec-
tives and investigators. What is important in Hansen’s account of triangulation is
that she clearly distinguishes it from combination and stresses the importance of
integration as a distinguishing characteristic of triangulation. Similarly, Saldanha
and O’Brien consider triangulation “the backbone of solid, high-quality research”
(2013, p. 5). Still, they define triangulation rather simply as “cross-checking the
results of one set of data provides with results from another set of data” (2013,
p- 39), which have been obtained using different methods. According to them,
triangulation in translation studies consists of a combination of different data and
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methods. Like Hansen, Saldanha and O’Brien make an attempt to systematise
the essential characteristics of triangulation, notably integration. However, no
detailed examples of how triangulation can be implemented in a research pro-
ject are provided. Hansen offers only one example where different types of data
(questionnaires, interviews, the evaluation of target texts, and the log files of the
revision process) are used to reveal the relationship between translation quality
and time management.

Empirically, triangulation was initially used in process-oriented transla-
tion research, where it is considered as “a desirable best practice” (Shreve and
Angelone 2010, p. 6), which can be used to “throw light on the nature of the
process of translation” (Alves and Gongalves 2003, p. vii). Since triangulation
has mostly been used in the social sciences, it is not surprising that it found its
home in process-oriented translation research, where the focus is on how trans-
lators translate. Within this context, triangulation is defined as “the use of two
or more data acquisition methodologies within a single study to improve the
quality, validity, and reliability of research findings” (Shreve and Angelone 2010,
p. 6). From this definition, it is clear that translation research, or at least process-
oriented research, has a rather limited view of triangulation, which ignores the
potential advantages of triangulation for understanding complex phenomena
better, as has been suggested by Hansen (2010). We can find some examples
of process-oriented translation research making explicit references to the use of
triangulation techniques in the research of the different cognitive aspects of pro-
fessional translation. For example, Munoz Martin (2009) combines an impressive
range of different research methods, including those involved in Translog, Word-
Smith corpus tools, questionnaires, post-evaluation and statistics, while Jakobsen
(2003) and Alves and Gongalves (2003) combine Translog and Thinking Aloud
Protocols. Similarly, Zheng and Xiang (2013) employ four different techniques,
namely processing times, translation quality assessments, questionnaires, and
interviews, to investigate the challenges that metaphors present for sight transla-
tors. Triangulation is also used in product-oriented translation research, albeit
to a more limited extent (Baumgarten 2009). It has also been used as a means
to overcome the methodological weaknesses of product and process-oriented
research, by combining process and product data, for example, qualitative experi-
mental psycholinguistics data and quantitative corpus data (Alves et al. 2010).
However, the focus is still on the cognitive processes associated with translation,
which suggests that the ultimate goal is process oriented. Typically, qualitative
and quantitative methods are combined to overcome the deficiencies of any one
method. This combination of methods has also been used in interpreting research
(Davitti and Pasquandrea 2014; Gile 2003; Hild 2004)

Although triangulation is employed to some extent in translation research,
studies in which some sort of mixing has taken place do not foreground the tri-
angulation approach, and hardly any treat triangulation in a principled way. Most
research in the field, simply mentions triangulation in passing, without providing
information about how exactly triangulation has been interpreted and applied.
Similarly, it is hard to find accounts of the specific advantages that triangulation
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brought to a study. This state of affairs might be evidence of the fact that trans-
lation studies, although employing triangulation techniques, is not recognising
their full potential. It also raises the important question of whether these stud-
ies have employed ‘real’ triangulation techniques, and not a collation of differ-
ent data or methods, and, ultimately, of how exactly triangulation is understood
within translation studies. Similar considerations (regarding whether or not ‘real’
triangulation has been used) become highly relevant when we examine how tri-
angulation has been employed in corpus-based translation studies.

1.2 Why combine corpora

While corpora present numerous advantages, for example, they capture a sig-
nificant amount of naturally occurring linguistic data, each type of corpus has
its limitations, which have become the focus of criticism. On the one hand, par-
allel bilingual corpora are particularly useful when it comes to revealing cross-
linguistic equivalences, since they have “the advantage of keeping meaning and
function constant across the compared languages”(Altenberg and Granger 2002,
p. 9), thus allowing for direct comparability. However, they do not provide any
information about the features of translation-specific language (often referred
to as tranlsationese) or other general characteristics of translated texts. For the
examination of these features, comparable monolingual corpora of translated and
non-translated texts are more appropriate than parallel bilingual corpora. Studies
employing such comparable corpora recognise translation as a distinct communi-
cative event with its own context, goals and pressures (Baker 1996). They allow
rescarchers to identify linguistic patterns in translated texts, which are a result of
the complex nature of the translation activity (Olohan 2001), and compare them
to those found in non-translated texts, something that is not possible with the
use of paralle] corpora. On the other hand, contrary to parallel corpora, compa-
rable corpora are not suitable for revealing cross-linguistic variation, and they
focus primarily on the product of translation, that is, the translated text, rather
than the process of translation. Since comparable monolingual corpora focus on
the examination of target texts without any reference to their source texts, they
have been criticised for ignoring the important role played by the source text in
understanding the nature of translation (Stewart 2000).

Additionally, parallel bilingual corpora tend to be rather small and imbalanced
(Altenberg and Granger 2002), thus not representative of the languages com-
pared, since they mostly focus on a very limited number of texts—in many cases a
single source text and its translation. This is of course not the case with the larger
parallel corpora available, such as the Intersect corpus (English-French), which
consists of approximately 1.5 million words. However, the majority of parallel
corpora used are much smaller, thus affecting the perspective of the observer to
an undesirable degree (Malmkjaer 1998). To address this problem, Malmkjaer
advocates the use of several translations of a single source text, which is, however,
not always possible. Contrary to parallel bilingual corpora, comparable monolin-
gual corpora can be much more representative and balanced, as they also tend to
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be larger. Still, when using comparable monolingual corpora, it is hard to achieve
real comparability of data, particularly regarding style and function (Altenberg
and Granger 2002). Comparability presupposes that languages are in some way
symmetrical, which, in reality, is never the case (Zanettin 2013), and seems to
clash with representativeness: the greater comparability one achieves, the more
the corpus will be distorted regarding representativeness and vice versa (Leech
2007). The problem of comparability is further complicated by the fact that in
most cases it is difficult to know what to compare (Johansson 1998). These issues
of comparability have resulted in monolingual comparable corpora consisting of
specialised texts limited to a very specific genre or topic, such as the Translational
English Corpus (TEC), which consists predominantly of translated fiction. Alter-
natively, they can be very large balanced corpora, where factors such as topic,
register and function can be controlled (Altenberg and Granger 2002).

The discussion of the limitations of parallel and comparable corpora reveals
that they are complementary in many respects and that an approach where the
two can be combined presents considerable advantages. As a reaction to the
criticism directed towards studies that employ only one type of corpora, some
voices have been raised to claim that different types of corpora can, and should,
complement each other. The first explicit reference to the benefits of combin-
ing corpora is made by Teubert (1996, p. 252), who argues that “ideally, parallel
corpora should be viewed as complementary to comparable corpora”. Although
he views this combination from the perspective of lexicography, it is not difficult
to extend his suggestion to encompass translation. Similarly, Johansson (1998)
identifies the possibility of combining comparable and parallel corpora, when he
argues that we need to compare results from parallel bilingual corpora to those
obtained from a corpus consisting of non-translated and translated texts in the
same language, which he calls a control corpus. All in all, translation scholars
have started treating parallel and comparable corpora as “complementary sources
of cross-linguistic data” (Altenberg and Granger 2002, p. 9) and realised that a
combination of different types of corpora is crucial if research in corpus-based
translation studies is to move forward. For instance, Zanettin (2000) argues that
the examination of a monolingual comparable corpus of translated texts needs to
be complemented with the comparison of these texts and their source texts, as
well as a reference corpus in the languages involved in the comparison. He also
urges translation studies to make use of more diversified types of analyses, where
different corpus components can be compared and contrasted. His ideal corpus
“is not . . . a pre-formed set of texts but an open-ended corpus comprising difter-
ent components” (Zanettin 2000, p. 109), which as will be explained in Chap-
ter 3 is the fundamental principle of corpus triangulation. Later, Zanettin (2012,
p. 12) refines even further his ideas regarding the combined use of corpora and
explicitly refers to corpus triangulation, in the form of a combination of data:

[Clorpus-based translation studies seem to profit mostly not only from the
comparison of different corpus components but also from the triangulation
of data, and the combination of different components of multilingual corpora
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as well as of reference corpora not originally created for translation-oriented
purposes.

Despite the recognition that corpus-based translation research would benefit
from the triangulation of corpora (see also Kenny 2004; McEnery and Xiao
2008; Olohan 2004), little has been done in the direction of actually employ-
ing combined corpora in translation studies. For example, relevant studies in the
field, which employ comparable corpora, do not make use of Zanettin’s ideal
corpus design, and they typically omit the analysis of a parallel corpus (for exam-
ple, Olohan and Baker 2000). This might be explained by the fact that, while in
contrastive linguistics parallel multilingual corpora are quite often used together
with comparable multilingual corpora, in translation studies parallel and compa-
rable corpora are still often treated as mutually exclusive.

1.3 Research with combined corpora

There are two specific areas of translation research where attempts have been
made to combine corpora. The first area is the examination of the language
of translation, not just to reveal potentially common characteristics across lan-
guages, but also to understand the way in which specific linguistic features are
used in translated texts or by specific translators. The second area is the investi-
gation of the relationship between translation and language change and, more
specifically, the possible influence that translation might have on linguistic devel-
opments in the target language.

1.3.1 The language of translation

The first area of study, where more than one corpora tend to be used is the
examination of the (ir)regularities of translated texts, compared to non-translated
texts in the same language, and/or their respective source texts, and/or other
translations into the same or other languages. This area of study is often associ-
ated with the investigation of recurrent features of translation (typically labelled
as translation universals), although the combined use of corpora does not need
to be exclusive to the study of such features. Instead, it can be used to explore the
linguistic properties of translated texts more generally, irrespective of whether or
not similar properties appear in translated texts from/into other languages (for
an empirical study of such properties see Chapters 5 and 6).

A combined corpus methodology for the investigation of the language of
translation that gained some popularity in corpus-based translation studies is that
proposed by Johansson (Johansson 1998; Johansson 2002; Johansson 2003a;
Johansson 2003b), and which has been used for the creation of the English—
Norwegian Parallel Corpus (ENPC) and the Oslo Multilingual Corpus (OMC).
Johansson proposes two corpus models: the diamond and the star. The diamond
model (Figure 1.1) consists of non-translated and translated texts, as well as the
source texts of the translations in three different languages. Thus, four different



Triangulation in corpus-based transintion 13

GERM
ORIG
ENG NOR
TRANS TRANS
A A
A4 y
NOR ENG
ORIG ORIG
GERM
TRANS

Figure 1.1 Diamond corpus model (Johansson 2002, p. 49)

corpora are available for contrastive analysis: (a) a comparable multilingual cor-
pus of non-translated texts, (b) a comparable multilingual corpus of translated
texts, (c) three comparable monolingual corpora of translated and non-translated
texts in the same language and (d) a parallel multilingual bi-directional corpus.
Although three languages are employed in OMC, namely English, Norwe-
gian and German, in principle, an unlimited number of languages can be used,
although the more complex the model, the bigger the problems of availability and
comparability.

The advantages of this corpus structure are the combination of comparable
and parallel elements, as well as the emphasis placed on incorporating a broad
range of languages. The fact that it is also bi-directional allows for different com-
parisons among texts, as the various lines in Figure 1.1 suggest, resulting in the
diamond shape. A diamond corpus design can be used in the examination of how
a specific linguistic feature of a source language A has been translated into dif-
ferent target languages (B, C, D). The patterns found in the translated texts can
subsequently be compared to a corpus of non-translated texts in these languages.
Then, a parallel corpus in the reverse direction of translation can be used to
examine how the patterns found in the translated texts (B, C, D) are translated
into language A. According to Zanettin (2014, p. 185), it is possible to repeat
this process “in a cyclical fashion”. Thus, regarding visual semiotics, instead of a
diamond shape, we can also understand this design as a circle.

An alternative to the diamond model is the star model (Figure 1.2). This model
consists of a single source text and its translations into several target languages,
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Figure 1.2 Star corpus model (Johansson 2002, p. 48)

allowing for comparisons to be made across the different translations. In princi-
ple, two different types of corpora are available: (a) a comparable multilingual
corpus of translated texts, and (b) a parallel multilingual corpus. The aim of this
design is to reveal translation-specific features, as well as language-specific trans-
lation patterns. A much larger number of languages can be included, without
the problem of comparability that affects the diamond model. The star model
can also be used to examine multiple translations in the same language of a sin-
gle source text, for example, in the investigation of stylistic features of different
translators. The main difference between the diamond and the star model is that
the latter does not cater for reciprocity, but, because of its rather simpler corpus
design, allows for more languages/texts to be compared and contrasted. For
these reasons, the star model tends to be more frequently employed (for example,
Bowker and Bennison 2003; Malmkjaer 2003; Mouka et al. 2015). However, the
research potential of a diamond corpus is considerably higher, not least because
of the greater number of possible corpus combinations.

Similarly to Johansson, Bernardini (2011) also identifies the false dilemma
between monolingual comparable and bilingual parallel corpora and rightly
observes that neither type of corpus would be sufficient in isolation. She takes
forward the ideal corpus design proposed by Zanettin (2000) and advocates for
the use of a tripartite corpus structure, which consists of source texts in language
A, their translations in language B, and a comparable/reference corpus of non-
translated texts in language B. A small illustration of this model is given in Fig-
ure 1.3. Bernardini considers this corpus structure as the minimum requirement
for the study of the particularities of translated texts. The main advantage of this
corpus structure is that it can be more easily employed compared to Johansson’s
models, as it presents fewer difficulties related to the availability of data and is
simpler regarding design. As a result, it is more economical and could lend itself
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Figure 1.3 Tripartite corpus structure

more ecasily to different research projects; for example, Bernardini employs this
corpus design to investigate borrowing in technical translation and phraseologi-
cal regularities in fiction translation. However, this corpus structure is still limited
regarding what types of corpora might be combined, and it does not cater for the
possibility of adding more corpora in other languages.

Despite the individual differences, these three corpus models are important for
two reasons. Firstly, they constitute the first attempt at developing a methodo-
logical framework for corpus-based translation studies, which places the com-
bination of corpora at its centre. They recognise the insufficiency in previous
studies of focusing only on one type of corpus and stress the importance of data
from different languages and both translated and non-translated texts. Secondly,
they succeed in presenting for the first time a clear and comprehensive combined
corpus design, which can be replicated. However, despite their advantages, both
models are limited to a specific type of research, that is the investigation of certain
linguistic features of translation, and cannot be easily used outside this research
context.

1.3.2 Translation and language change

The second area of study, where a combination of corpora tends to be used, is
the investigation of translation as a language contact phenomenon and a possible
facilitator of linguistic developments in the target language, which has seen a
growing interest in recent years. Numerous studies have been conducted in the
field (Amouzadeh and House 2010; Bisiada 2013; Gellerstam 1986; McLaughlin
2011), all of which have employed a combination of diachronic parallel (either
bilingual or multilingual) and comparable (both monolingual and bilingual /
multilingual) corpora. Although some commonalities can be observed, all studies
seem to employ a very different corpus design. This is an indication that a clear
corpus methodology, which other researchers interested in the investigation of
the relationship between translation and language change could easily adopt, is
still missing.
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There is one corpus design that stands out from the rest because it makes an
attempt at systematising the way in which the different corpora can be combined,
and at identifying the potential advantages of employing each corpus type. This
is the corpus design developed for the ‘Covert Translation’ project (Baumgarten
and Ozgetin 2008; Becher 2011; House 2011; Kranich et al. 2012). This project
investigates the translational language contact between English and German in
the genres of business communication, popular science and computer science.
The corpus (Figure 1.4), which is a “dynamic, implicitly diachronic translation
and parallel text corpus” (House 2011, p. 190) combines synchronic and dia-
chronic elements and consists of both translated and non-translated texts. The
corpus is divided into three components: (a) the Primary Corpus is a parallel
corpus of non-translated English texts and their translations into German, (b)
the Parallel Corpusis a comparable corpus of English and German non-translated
texts, as well as non-translated texts from French and Spanish, and (c) the Valida-
tion Corpus is a parallel corpus of non-translated German texts and their trans-
lations into English, as well as translated texts from English into French and
Spanish. The texts, at least the English and German ones, capture two points in
time: 1978-1982 and 1999-2002."

This model makes a significant step towards the combined use of corpora, as
it recognises the importance of increasing the understanding of a phenomenon

PARALLEL CORPUS
PRIMARY CORPUS
ENGLISH TEXTS
German Translations
French Translations
Spanish Translations
GERMAN TEXTS
N 4 English Translations
FRENCH TEXTS VALIDATION CORPUS
SPANISH TEXTS

Interviews
Background Documentation

Figure 1.4 The corpus of the ‘Covert Translation’ project (House 2011, p. 191)
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by collecting data from a wide range of language pairs, and also from the reverse
translation direction. Similar considerations are present in Johansson’s diamond
and star models, albeit they are not as explicitly stated. Another advantage of
this model is that it presents a stepped approach to corpus analysis, where each
stage serves a different purpose, and the results from all analyses are combined to
answer a single research question. In this sense, the corpus model developed as
part of the ‘Covert Translation’ project has come closer to corpus triangulation
than any other corpus design, where different corpora are combined. Never-
theless, this corpus design does not present the same methodological potential
for corpus-based translation studies, as Johansson’s and Bernardini’s models do.
Even regarding visual representation, Figure 1.4 appears convoluted, and a visual
depiction of how corpus components can be compared is missing. The terms
used to refer to the different corpus components also minimise its potential to
develop into a strong methodological framework. The corpus components are
presented in terms of their purpose (e.g. validation) or their significance (e.g.
primary), rather than in terms of what they consist of.

When examining all models where a combination of corpora is encouraged, it
is clear that the combination of different corpora is not a new phenomenon in
translation studies. All models recognise that the analysis of one type of corpus
can provide us with interesting results, but it is only through a combination of
different corpora that we might answer more complicated and pressing questions,
such as the examination of the language of translated texts, and the role that
translation might play in language contact situations. However, while it is pos-
sible to infer some of the benefits that this combination of corpora can bring to
a study, their purpose and advantages are often considered obvious and are rarely
explained. This is a good indication that triangulation has not been sufficiently
recognised and developed in corpus-based translation studies. This state of affairs
suggests that existing combined corpus methodologies have been created ad hoc,
even though they might demonstrate some characteristics of triangulation. While
the models discussed here can be considered the first notable attempts towards
corpus triangulation, corpus triangulation still needs to be operationalised to
reach its full potential and become an integral part of translation studies. What
seems to be missing is a flexible corpus framework, which is not restricted to one
research topic, but caters for a wide range of research areas and allows for corpora
to be combined in novel ways.

1.4 Combining methods in corpus-based
translation research

So far, we have examined previous attempts at a combination of different types of
corpora, where different sources of data are employed. There is another type of
triangulation often used in translation studies, which consists of the combination
of quantitative and qualitative methods. This combination is the outcome of the
criticism addressed towards corpus-based approaches in the 1990s when the focus
was mostly on quantitative methods.? As a result, there is now a growing number
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of corpus-based studies, which combine quantitative and qualitative methods (for
example, Dayrell 2004; Kenny 2001; Liao 2010; Marco 2013; Nilsson 2002;
Williams 2009).

To demonstrate how quantitative and qualitative methods have been com-
bined in corpus-based translation studies, this section focuses on three specific
studies, which have been selected because they also use a combination of corpora.
The first example of a combination of quantitative and qualitative methods can be
found in a study conducted by Shuttleworth (2014), who uses Johansson’s star
model and creates a multilingual corpus of popular science texts from Scientific
American to examine how metaphorical expressions in English are translated
into different languages. He makes use of quantitative methods and provides
descriptive statistics of the proportions of techniques that different translators
employ, followed by an in-depth discussion of selected examples. Similarly, Win-
ters (2009) also makes use of the star model to create a corpus consisting of an
English source text, namely the novel The Beautiful and Damned, and its two
translations into German. She conducts a quantitative analysis to reveal signifi-
cant patterns of use of modal particles, and a qualitative analysis of data from a
specific modal particle to reveal its pragmatic properties. A final example can be
found in the work of Bernardini and Ferraresi (2011), who use the tripartite cor-
pus structure to examine the use of Anglicisms in translated and non-translated
texts. They complement the results from the quantitative analysis, with qualita-
tive observations and discussion of selected examples. The common ground in all
these studies is that they use the different methods complementarily to highlight
different dimensions of the phenomenon under investigation.

Despite the fact that these studies demonstrate characteristics of triangulation,
this is a result of a rather ad hoc combination of methods, since they neither
explain the clear benefits that the combination of methods provides nor identify
the aim of combining different methods from the outset of the research pro-
ject. Rather, the qualitative analysis often follows the quantitative one, and it
appears that this methodological approach is considered mainstream in corpus-
based translation studies. As a result, integration, which has been identified as an
important characteristic of triangulation in translation studies, is missing. Thus,
the same problems, which were identified for the combined use of corpora, are
pertinent to the combined use of methods in corpus-based translation studies.
However, due to the considerably less complex nature of the combination of
methods compared to the combination of corpus data, the former can be suc-
cessfully achieved more easily than the latter, even ifit is ad hoc. This is the most
probable reason why more studies combine methods rather than corpora.

A further characteristic that supports the idea that methodological triangulation
has not been so far adequately developed in corpus-based translation studies is
that, by far, the most popular combination attempted is that of quantitative and
qualitative methods. However, when it comes to corpus-based translation studies,
a combination of methods from the same paradigm, especially quantitative,
can be particularly useful. Even though it might be challenging to combine
quantitative measures, the fact that some studies have started using different
types of quantitative analysis is a positive sign towards the development of this
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type of triangulation. Any corpus-based study that makes use of descriptive
statistics, for example, mean, range, standard deviation, as well as inferential
statistics, for example, statistical significance tests, tests of difference, tests of
relationship, might be said to have used a combination of quantitative methods
(see also Chapter 4). Examples of such studies are Dong and Lan (2010), Ji
(2012), Bisiada (2013) and Malamatidou (2016). However, there is still a need
for a more rigorous corpus-based methodology in translation studies, which will
recognise and employ a wider range of inferential statistics (de Sutter et al. 2012),
and quantitative methods more generally. This is why recent books on the topic
of quantitative methods in corpus-based translation studies (Ji and Oakes 2012),
and translation studies more generally (Mellinger and Hanson 2016) are not only
welcomed but necessary.

1.5 Conclusion

Because triangulation demonstrates such flexibility and has wide applicability, it
has led researchers in different disciplines, including translation studies, to mis-
use the term or apply it very loosely. As a result, not all attempts at triangulation
can be considered successful. Such is the case of previous studies in the field of
corpus-based translation studies, which have not been conducted in a genuine
spirit of triangulation, but rather constitute an ad hoc combination of different
corpus types and quantitative and qualitative methods. This is strong indication
that principles of triangulation are not adequately understood in corpus-based
translation studies and that it has not yet been possible to benefit fully from
triangulation. What is missing is a guided and principled account of how the
principles of triangulation can be applied to corpus-based research, which can act
as a general model explaining all the different possible combinations. This model
can then serve as a guide for corpus-based translation research and encourage
triangulation to be used more widely, but also in a more integrated manner.

Notes

1 Although the aim here is not to criticise the way in which the corpus is described, it
is worth noting that the terms used to refer to the different corpus components are
not very successful. For example, the Parallel Corpus does not include a compari-
son of translated and non-translated texts, which is normally how a parallel corpus
is understood in corpus-based translation studies (see also Chapter 3).

2 For example, Malmkjaer (1998) warned that the focus on quantitative methods
might result in scholars treating as marginal, or even ignoring, problematic cases,
and suggested that more context is necessary compared to what the computers are
capable of displaying, which implies complementing corpus-based analyses with a
manual examination of data.
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2 Introduction to
corpus triangulation

2.0 Introduction

This chapter introduces the main principles and types of triangulation as under-
stood in the social sciences, where it has been mostly used. Because triangula-
tion is a time-consuming and expensive technique, situations of triangulation
for triangulation’s sake need to be avoided, and there needs to be a clear under-
standing of what we can achieve with the help of triangulation. For this reason,
a separate section is dedicated to the purpose of triangulation. These principles
serve as a guide for the development of corpus triangulation techniques intro-
duced in this chapter. Two distinct types of corpus triangulation are identified
here: corpus data and corpus method. This categorisation also reflects previous
attempts at combining corpus data and methods in corpus-based translation stud-
ies presented in Chapter 1. Readers can also find here a discussion of the multiple
advantages of triangulation in general, and corpus triangulation in particular, as
well as an examination of their limitations, together with ways in which they can
be minimised.

2.1 Basic principles

Triangulation as a research methodology has been employed in a range of disci-
plines, including the social sciences (Brannen 1992; Denzin 1989; Denzin 2006;
Silverman 1985; Webb et al. 1981), nursing and health services research (Begley
1996; Fotheringham 2010; Mitchell 1986; Shih 1998; Sohier 1988), education
(Altrichter et al. 2008; Cohen and Manion 2011; Oliver-Hoyo and Allen 2006),
management (Jack and Raturi 2006), applied linguistics (Doérnyei 2007; Magnan
20006) and translation studies (see Chapter 1). The wide applicability of triangula-
tion techniques has naturally led to different definitions of it, which are continu-
ously being refined. The diversity of definitions, as well as their broadness, risk
categorising any instance where two or more research methods are used as trian-
gulation, ending up with “an ‘anything goes as long as you mix them’ mentality”
(Dornyei 2007, p. 46) and resulting in triangulation losing some of its research
potential. In this chapter, and throughout the book, we will be using Denzin’s
(1970; 1989; 2012) account for two interrelated reasons. Firstly, Denzin was
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the first to try and systematise triangulation; he has written extensively on the
topic and has continuously refined it through the years by addressing the criti-
cism directed to his work. This makes his account well-developed and organic,
evolving through time, instead of resisting change, and thus becoming obsolete.
Secondly, thanks to its flexibility, Denzin’s account has been adopted by many
other researchers in the social sciences and other disciplines, providing evidence
for its significance.

Triangulation originates in mathematics, and in particular, positioning geo-
metry, where triangulation literally means the act of making a triangle (Denzin
1989). Based on the concept of the triangle, it is possible to determine the posi-
tion of an unknown object with the help of two known reference points. Let us
consider the following example: a vessel at sea makes a distress call. One way of
locating the ship is by triangulation. One rescue ship, picking up the distress call,
may determine that the vessel is to the southeast, while another may determine
that the vessel is to the northwest. The vessel will be at the intersection of the
two lines of sight (Figure 2.1); the third point in a triangle. If we consider this
example, it is not difficult to understand why triangulation was first used in land
surveying and navigation, particularly in the military, as a technique for determin-
ing a ship’s or aircraft’s position (Ammenwerth et al. 2003). As such, it is still
used today in modern GPS technology.

Triangulation acquired a less literal sense when it was first introduced in social
sciences research in the discussion of nonreactive measurement (Webb et al.
19606), as a technique for discovering whether a hypothesis can be corroborated
using different complementary testing methods. Denzin (1989) defines trian-
gulation as the combination of multiple (two or more) theories, data sources,
methods, or investigators in one study of a single phenomenon.! This definition
highlights the central role of the research question since triangulation can be
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Figure 2.1 Using triangulation to locate a distressed vessel
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considered as having taken place only when it is used to answer one and the same
research question (Ammenwerth et al. 2003). The research question is important
for an additional reason: the decision whether triangulation is to be used, and if
so, which type of triangulation is the most appropriate depends on the research
question at hand (Begley 1996; Cohen and Manion 2011; Flick 1992).

According to Dérnyei (2007, p. 46), it is important that triangulation is not
equated to a mere collation of different methods and perspectives, and for this to
be achieved research using triangulation needs to rely on “a principled approach”.
One way of getting closer to the principled approach advocated by Dornyei is by
examining more closely the importance of integration for triangulation. Moran-
Ellis et al. (2006, p. 50) aptly summarise the concept of integration:

Integrated transport provides a model of integration which we find useful as
a metaphor for understanding methodological integration in cross-paradigm
research. In transport, integration is ‘the principle of ensuring transport
modes operate in conjunction with one another’ (Commission for Inte-
grated Transport, UK 2005). Ideally, an integrated transport system allows
a passenger to purchase one ticket for the whole journey despite changing
between modes of travel (bus, train, plane), and alight from one vehicle and
board the next at the same location with minimum waiting. In other words,
to change vehicles effortlessly in pursuit of the goal of reaching a destination.
In this system, the process is smooth, efficient and relatively trouble-free for
the passenger because of the ordered, integrated relationships between the
different modes of transport.

Triangulation can be understood in the same way: different approaches are com-
bined in such a way that, while they do not lose their individual characteris-
tics, through their combination researchers address a single research question.
According to Moran-Ellis et al. (2006), it is important that when using triangula-
tion techniques equal weight is given to the different methods, data and theories,
with respect to operationalization (the bus is not more important than the train),
and that they are understood as interdependent (it would have been impossible
to reach our destination by using only one means of transport). What often hap-
pens in studies using triangulation techniques is that different methods or data
are combined, but cach of these addresses different research questions, and there
is little or no interaction during analysis, when contradictions, divergences and
convergences would be revealed. This is to an extent evident in previous studies
employing combined corpora discussed in Chapter 1. However, if triangulation
is to be successful, then integration needs to occur “from the point of conceptu-
alisation and across all phases of the research” (Moran-Ellis et al. 2006, p. 54).
Otherwise, there is a higher probability of error (Fielding and Fielding 1986),
and the possible advantages of triangulation are undermined. An example of inte-
gration from the triangulation of different methods (e.g. qualitative and quanti-
tative), is when the results obtained from one method point towards questions
that can be addressed by the other (Risjord et al. 2002).
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2.2 Types of triangulation

A large proportion of the available literature on triangulation focuses on the
combination of qualitative and quantitative methods. Consequently, it is not
surprising that triangulation has come to be equated to mixed methods research
(Hurmerinta-Peltomiki and Nummela 2004), with other types of triangulation
often being ignored. However, Denzin (1989) identifies many more types of
triangulation, namely data, investigator, theory and methodological. There is also
the possibility of multiple triangulation, where two (or more) of these types are
combined, for example, data and theory triangulation. The types of triangulation
are described below with suitable examples from a hypothetical study aiming
at examining how undergraduate students experience stress. Not all of these
types are expected to be relevant to corpus-based translation studies, but their
discussion will help illustrate the considerable potential of triangulation and the
fact that it is more elaborate than a simple mixing of different methods.

2.2.1 Data triangulation

Data triangulation occurs when multiple sources of data, with a similar focus,
are combined (Denzin 1989), aiming at obtaining diverse views on the same
phenomenon (Kimchi et al. 1991). It allows researchers to use the same methods
on a range of data to achieve maximum theoretical advantage and increase the
possible range of data that might contribute to a better understanding of the
phenomenon under investigation (Knafl and Breitmayer 1989). Data triangula-
tion can be refined even further, by focusing on one of the three subtypes: time,
space and person. These subtypes result from the idea that research findings can
be strengthened based on the time data were collected, the setting from which
they were collected, and the people involved in their collection (Begley 1996). In
sociological research, these three subtypes of data triangulation are interrelated,
and the study of one might require the study of others.

Time triangulation occurs when data on the same phenomenon are collected
at different intervals, for example, times, days, weeks, months or years. It is not
simply about gathering data from various points in time, but rather about gather-
ing data from various points in time, which are relevant to the study. It has been
argued that longitudinal studies, for example, diachronic analyses, do not make use
of time triangulation, since they are interested in examining how the phenomenon
changes over time, rather than focusing on commonalities across time (Kimchi
ctal. 1991). Nevertheless, as will be explained later, divergence can also be impor-
tant in triangulation. An example of time triangulation is the collection of data
from undergraduate students on each of the three or four years of a degree to dis-
cover common experiences of stress across years. Space triangulation occurs when
data on the same phenomenon are collected from different sites. The main aim
of space triangulation is to test multi-site consistency (Shih 1998) and eliminate
cross-site variation (Kimchi et al. 1991). As a result, it is important that space is the
central variable of the study. An example of space triangulation is the collection of
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data from undergraduate students from different universities in the same country
(or even different countries) on their stress experiences. If congruence is demon-
strated, the findings from one university will support the findings from all others.
Another example might involve gathering data from different populations, that is
cultures and ethnic groups, which are distributed geographically. Person trianguln-
tion occurs when data on the same phenomenon are collected from different levels
of persons: individuals or groups. An example of person triangulation is the collec-
tion of data from different groups of people, for example, undergraduate students,
academic staft, support staft, using focus groups (group level) and in-depth inter-
views with selected participants (individual level) to gain a better understanding of
how students experience stress during their studies.

The main criticism against data triangulation is that each type of data will cap-
ture a different aspect of the phenomenon, and it is impossible for any two datasets
to measure the same aspects. Any attempt to this will lead to false interpretations
of the phenomenon under study (Porter 1989). Denzin (1989) addresses this by
arguing that the aim of data triangulation is not to ignore the different picture of
the world that each set of data captures, but rather to try and understand their
differences and offer an interpretation of these. By acknowledging this, Denzin
recognises that data triangulation (and triangulation in general) is interested not
only in congruency and consistency, but also in divergence in the results.

2.2.2 Investigator triangulation

Investigator triangulation refers to the combination of multiple researchers, for
instance, in the collection and analysis of data, to study a single phenomenon
(Denzin 1989). According to Kimchi et al. (1991), three conditions are necessary
for investigator triangulation to take place. Firstly, all investigators need to have
a prominent role in the study. In many research projects, a principle investigator
is working together with a co-investigator, as well as some other researchers,
all interested in studying the same phenomenon. However, not all of these
stakeholders will have an equally prominent role and the same responsibilities.
Thus, these are not examples of successful investigator triangulation, even though
we must recognise that some care has been taken to minimise subjectivity and bias.
Secondly, each investigator needs to possess different expertise, which is relevant
to the study. Having multiple investigators with the same expertise, although
reduces subjectivity, does not increase the understanding of the phenomenon
under study. Thus, co-authored studies between researchers belonging to the
same discipline and following the same paradigms are not considered examples
of investigator triangulation. Thirdly, the expertise of each investigator needs
to be evident in the study; there needs to be a clear benefit from employing
multiple investigators. Investigator triangulation occurs when, in the example
of measuring stress, a researcher from the field of psychology and a researcher
from education analyse the findings of the undergraduate students’ experience of
stress. If, for example, similar observations are made by the two researchers, then
the reliability of conclusions is increased.
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The aim of this type of triangulation is to neutralise or minimise the possible
bias and subjectivity that occurs from employing a single investigator. It can also
add reliability to the observations made by bringing together different perspec-
tives and epistemological assumptions, which can inform the results (Rothbauer
2008). Investigator triangulation, although not difficult to achieve, is considered
rather difficult to demonstrate (Kimchi et al. 1991), and has been criticised for
assuming that it is possible for two investigators to make the same observation
about a single phenomenon, and ignoring the essential element of subjectivity.
However, this element of subjectivity is much larger in studies that employ a
single investigator.

2.2.3 Theory triangulation

Theory triangulation occurs when the same empirical material is approached
from different theoretical angles, “with multiple perspectives and hypotheses in
mind” (Denzin 1978, p. 297). The aim of this type of triangulation is to sup-
port or refute different findings since the same data are tested against alternative
theories. In this way, the shortcomings of each theory are addressed, and the
strength of the conclusions is increased, providing a more in-depth understand-
ing of the phenomenon under investigation (Banik 1993). Theory triangulation
can most typically be observed in studies that focus on ecither theory testing,
where it occurs from the outset (Shih 1998), or theory generation, where it
occurs at the conclusion (Knafl and Breitmayer 1989). An example of theory
triangulation would be the analysis of data from the experience of stress by under-
graduate students using different theoretical models from psychology and learn-
ing theories. Theory triangulation is perhaps the type of triangulation that is
most difficult to achieve, but it has the considerable advantage of addressing the
criticisms expressed about any single theoretical framework, and also assessing the
power and value of competing theories, hypotheses and interpretations (Denzin
1989). It also allows researchers not to ignore contradictory presuppositions and
to consider all possible interpretations of data and enhances the significance of
the findings, by allowing for the “widest possible theoretical use of any set of
observations” (Denzin 1989, p. 242). The most significant advantage of theory
triangulation, however, is that it allows us to develop coherent theoretical models
for the study of the same phenomenon that leave fewer questions unanswered
and fewer answers unquestioned (Risjord 2000).

Some criticism has been expressed against theory triangulation, mainly by Lin-
coln and Guba, who dismiss even its possibility by referring to it as “epistemolog-
ically unsound and empirically empty” (1985, p. 307). They base their criticism
on the idea that it is not possible for a phenomenon to be consistent with dif-
ferent theoretical frameworks and that there will inevitably be contradictions. In
other words, it is not possible to arrive at the same conclusion using different
theories. Such criticism has misinterpreted the true aim of theory triangulation,
which is to approach the phenomenon from various angles, without necessarily
aiming for convergence. Finally, care must be taken when interpreting the results.
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If a fact seems to be confirmed by two theories, this might be more a sign of the
similarities of the theories rather than “of the empirical meaningfulness of the
fact” (Lincoln and Guba 1985, p. 307).

2.2.4 Methodological triangulation

Perhaps the most distinctive type of triangulation is methodological triangulation
(Dutfty 1987; Fontana and Frey 2000; Mitchell 1986), which refers to the combi-
nation of different methods for the analysis of the same dataset. Methodological
triangulation is chosen in a study as it highlights different aspects or dimensions
of the phenomenon under investigation (Kimchi et al. 1991; Knafl and Breit-
mayer 1989). It can occur both at the level of research design (different research
approaches) and data collection (different tools) (Burns and Grove 2005; Kimchi
et al. 1991), and it can be simultaneous or sequential (Morse 1991). Simultane-
ous methodological triangulation occurs when different methods, usually qualita-
tive and quantitative, are used at the same time, but the interaction between them
is minimum, and findings are combined only at the end of the study. Sequential
triangulation occurs when one method is treated as an essential step for planning
the next method. For example, a researcher may use questionnaires to highlight
arcas that are important and then conduct interviews to examine these in more
depthy; it is the questionnaire that informs the areas on which the interview will
focus. This is clearly related to issues of integration discussed carlier and sug-
gests that greater integration can be achieved by using sequential methodological
triangulation. Denzin (1989) distinguishes two subtypes of methodological tri-
angulation: within-method and between-method, also known as across-method,
triangulation.

Within-method triangulation occurs when “multiple complementary methods
within a single given paradigm” (Hussein 2009, p. 4) are used in the same study
to measure the same variable. This type of triangulation is best suited for multi-
dimensional data. The way in which similarity between methods is interpreted is
found to be quite subjective and even the use of different qualitative methods,
for example, interviews and observation, has been argued to be an example of
within-method triangulation by some (Begley 1996). However, this type of tri-
angulation can also be understood in a much narrower sense, for instance using
different types of questionnaires with different scales to measure stress experi-
ence in undergraduate students. The main limitation of this approach is that,
even though multiple variations of the same method are used, in reality, only
one method is employed. Thus, all the limitations of employing one method
hold true, although this research design is still better than using a single method
without any variation.

A preferred form of methodological triangulation according to Denzin (1989)
is between-method triangulation, which occurs when two or more research strat-
egies, techniques, or methods, are combined in the study of the same set of data.
Between-method triangulation is the type that is most strongly associated with



Introduction to corpus triangulation 31

the keyword triangulation, and it often means combining qualitative and quanti-
tative methods. The methods employed in between-method triangulation can be
dissimilar, yet complementary, and the main advantage of this form of triangula-
tion is that investigators can benefit from the advantages of different methods,
while at the same time minimise their limitations. For instance, in the study of
stress experienced by undergraduate students, interviews with students might be
combined with quantitative questionnaires, inferring statistical data. One of the
main criticisms addressed towards between-method triangulation is that the inac-
curacies of the data obtained using one approach will not necessarily be addressed
by those obtained using another (Fielding and Fielding 1986). Morse (1991)
responds to this criticism by advocating the importance of a primary method,
which must be rigorous enough to sustain the study, while any additional method
used further strengthens the study.

2.2.5 Multiple triangulation

There is one last type of triangulation, which we need to consider, and that is
multiple triangulation. Multiple triangulation can be defined as a means of ‘“tri-
angulating triangulation’ since it involves the combination of “multiple meth-
ods, data types, observers and theories in the same investigation” (Denzin 1970,
p.472). For example, a study might combine the use of investigator triangulation
and within-method triangulation, where each investigator will be familiar with
a different research methodology. This type of triangulation offers additional
advantages since the benefits of different types of triangulation are combined.
Although not mentioned by Denzin, multiple triangulation can also occur by
combining different subtypes of triangulation, for example, time and space data
triangulation, or within-method and between-method triangulation. The latter
combination will be particularly relevant when we apply triangulation to corpus-
based translation studies in Section 2.4. Figure 2.2 offers a visual representation
of how triangulation (in this example methodological triangulation) and multiple

Method 1 Method 1
Data from Data from
Research source 3 Research source 1
Question Question
Method 3 Method 2 Method 3 Method 2
Data from
source 2

Methodological Triangulation Multiple Triangulation

Figure 2.2 Graphic representation of triangulation
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triangulation (in this example methodological and data triangulation) work.
Here, the shape of the triangle is used, which is also linked to the etymology of
the term triangulation. This is most appropriate when three different theories,
sources of data, investigators and methods are employed. There are, of course,
cases, where only two elements are used, or more than three. In the latter case,
a more appropriate shape will be that of the crystal (for a detailed discussion see
Richardson and St. Pierre 2005)

It must be noted that the advantages of multiple triangulation come at a cost.
According to Dootson (1995), the main problem with multiple triangulation is
its complexity. Each method and theory needs to be fully understood to achieve
the full potential of multiple triangulation. Otherwise, bias might be increased
(Dufty 1987; Morse 1991). As a result, multiple triangulation tends to be time-
consuming (Mitchell 1986) and preferred by more experienced investigators
(Begley 1996). In an attempt to address this particular problem, Mitchell (1986)
stresses the importance of the research question, which needs to be as clearly
focused as possible, to help guide the investigator select the right methods, theo-
ries and data. The central role that the research question plays in triangulation
is, of course, not limited to multiple triangulation, but is relevant to any type of
triangulation.

2.3 The purpose of triangulation

Successtul triangulation can be achieved only if we have a clear understanding of
what we hope to achieve from using this technique in the study of a phenom-
enon. In other words, we should be able to answer the question: What is the pur-
pose of triangulation? The answer to this question becomes ever more important
if we consider that there are contrasting views in the literature as to the ultimate
purpose of triangulation.

Traditionally, triangulation has been considered as a means of either confirma-
tion (Denzin 1970; Jick 1979; Webb et al. 1981) or validation (Denzin 1978).
Denzin refers to methodological triangulation, arguing that it involves “a com-
plex process of playing each method oft against the other so as to maximise the
validity of field efforts” (Denzin 1978, p. 304). According to this view, each
new piece of data is expected to support or confirm existing data, the underly-
ing assumption being that there exists some unified reality that can be captured
(Modell 2009). As a result, triangulation is also often viewed as a means for
increasing the reliability and accuracy of a study (Duffy 1987; Knafl and Breit-
mayer 1989; Mitchell 1986), increasing confidence (Jick 1979) and overcom-
ing problems of bias (Blaikie 1991; Risjord et al. 2002). For confirmation to
be obtained, investigators need to have a clear understanding of the strengths
and weaknesses of different theories and methods and counterbalance these to
increase validity. However, the possibility of using triangulation for validation
purposes has been heavily criticised, mainly by Silverman, who argues against
Denzin’s idea of a “master reality” and a “total picture of some phenomenon”
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(1985, p. 21). Although validation is possible when results converge, the real
question that needs to be addressed is how to interpret divergence. Hammersley
and Atkinson rightly observe that it is not the case that “the aggregation of data
from different sources will unproblematically add up to produce a more complete
picture” (1983, p. 199). In many cases, the differences between various types of
data are more revealing than their similarities, as long as the triangulation of these
is conducted in an integrated manner. In such cases, confirmation or validation is
problematic, which means that we might need to talk about a different purpose
of triangulation.

As a response to the criticism addressed against the increased validity view,
some scholars advocate that the purpose of triangulation is comprehensiveness
or completeness (Redfern and Norman 1994; Fielding and Fielding 1986), that
is, the potential for increasing knowledge about a phenomenon. Triangulation,
according to this view, is used to acquire a complete picture of the phenomenon
under study, “to get additional pieces to the overall ‘puzzle’” (Ammenwerth
et al. 2003, p. 239). This view acknowledges that there are multiple realities
(Tobin and Begley 2004), instead of a single ‘true’ version; a kaleidoscopic pic-
ture, instead of a uniform one (Denzin 1989). It recognises the complementarity
of different methods, data, theories and investigators, and supports that they can
be triangulated to increase our understanding of the complex nature of various
phenomena. Completeness is achieved when the results obtained from one part
of the study present results that have not been found in other parts (Ammen-
werth et al. 2003); it is, in a way, the exact opposite of validation. Compared
to validity, when triangulation is used for completeness purposes, the different
results do not suggest flawed measurements, but rather reflect alternative aspects
of the phenomenon (Moran-Ellis et al. 2006). Denzin later revised his view on
the outcomes of triangulation, acknowledging the limitations of the increased
validity view. He focused more on the interpretive potential of triangulation and
admitted that “objective reality can never be captured”, and proposed that tri-
angulation should be regarded “not as a tool or a strategy for validation but an
alternative to validation” (Denzin 2012, p. 82).

2.4 Towards corpus triangulation

Using Denzin’s (1989) account of triangulation as a starting point, two main
types of corpus triangulation are identified in this book: corpus data and cor-
pus method triangulation. The other types of triangulation, namely investigator
and theory triangulation are not discussed since previous studies in corpus-based
translation studies suggest a combination of investigators or theories does not
occur very frequently. In particular, corpus-based translation studies focus on the
use of a specific methodology, i.e. corpora, for the study of translation, and as a
result are more concerned with data and methods. Since theory and investigator
triangulation cannot be easily associated with corpora, they are excluded from the
discussion of corpus triangulation in this book. However, they are possible within



34 Theoretical considerations

the wider context of translation research. Taking these into consideration, the
definition of corpus triangulation proposed in this book is the following:

Corpus triangulation is the combination, in an integrated manner, of multi-
ple (two or more) corpus values and /or attributes from one or more corpus
variables and /or the use of (two or more) corpus analysis techniques in one
study of a single phenomenon.

We might be tempted to consider that corpus data triangulation can be simply
defined as the combination of different corpora in a single study, for example, the
combination of a comparable monolingual corpus and a parallel bilingual corpus.
No matter how attractive such a simple definition of corpus data triangulation
might be, it presents a problem of interpretation, given the availability of the
different corpus typologies in the literature. To avoid the risk of loose interpreta-
tion, corpus triangulation needs to go hand in hand with a corpus typology that
is well-defined and flexible at the same time. A typology that is based on the idea
of variables, values and attributes can offer a solution to this. This is necessary to
ensure that there is a common understanding of which corpora can be combined
and how, and avoid further ad hoc attempts towards corpus triangulation. Such
a typology is provided in Chapter 3. Thus, a corpus data triangulation defini-
tion that relies on the idea of corpus variables, values and attributes offers some
guidance regarding what exactly can be combined when we refer to corpus trian-
gulation and at the same time allows flexibility regarding which specific values/
attributes need to be combined for each study.

Corpus method triangulation refers to the combination of different methods
for the analysis of the same corpus. It can be further divided into within-method
and between-method. Within-method corpus triangulation occurs when differ-
ent quantitative techniques are employed in the analysis of the same corpus, while
between-method corpus triangulation occurs when both qualitative and quanti-
tative techniques are employed. Since corpora provide by definition quantitative
data (they are, after all, large electronic collections of texts), within-method cor-
pus triangulation cannot occur with qualitative techniques. This does not mean
that qualitative techniques cannot be combined in corpus-based studies. Their
combination might involve a close examination of corpus data from different
perspectives. However, even in such a case, some quantitative analysis, no matter
how basic, will also need to be conducted. In other words, quantitative methods
are always considered primary in corpus-based studies. The combination of cor-
pus methods can also occur at different stages of the study, cither at the end of
the analysis stage (simultaneous triangulation) or during each step of the analysis
(sequential), where one type of analysis is a prerequisite for the next. For example,
it is typical for quantitative analyses to highlight areas that would benefit from
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a qualitative analysis, in the form of a close examination of some aspect of the
corpus data.

Finally, multiple corpus triangulation occurs when corpus data triangulation is
combined with corpus method triangulation, for example, in a study that employs
both comparable and parallel corpora and analyses these using both quantitative
and qualitative techniques. In this case, corpus data triangulation will normally
take place before corpus method triangulation. Multiple corpus triangulation
can also occur when both within-method and between-method triangulation are
employed. For example, when results obtained from two or more quantitative
analyses are combined with those obtained from a qualitative analysis.

The principle that unites the different corpora employed and the various
types of corpus analysis performed is the research question, which plays
a central role and guides the triangulation process. Thus, the way in which
the resecarch question is formulated has significant implications on the type
of corpora, which need to be designed, and the way in which these can be
analysed, and ultimately on how triangulation is achieved. It is important to
remember that triangulation occurs only when all the different corpora and/or
corpus analyses used provide an answer to the same research question(s). Cases
where different corpora address different, yet related, research questions cannot
be considered instances of corpus triangulation. For example, it is often the case
that some elements of corpus design are difficult to link with a specific aspect
of the research question, even though their contribution to the study might
be obvious. This is particularly the case when reference corpora are used for
comparison purposes (see for example, Liao 2010; Scarpa 2006).2 Additionally,
some corpus studies make use of fewer corpora than it might be suggested by
their research aims, which, in turn, raises questions as to the extent to which
these studies have managed to achieve a holistic view of the phenomenon
under investigation. A typical example can be found in studies interested in the
examination of translated language. Such studies are often limited to analyses
of a comparable monolingual corpus, sometimes accompanied by an analysis
of a monolingual reference corpus (see for example, Olohan and Baker 2000).
However, they are rarely accompanied by an analysis of the source texts, and/
or the analysis of multilingual corpora, a problem which has also been identified
by Zanettin (2000). Such studies have missed the possibility of corpus data
triangulation, either because they have not taken advantage of the potential
of combining different corpora, or because they have not used an integrated
approach towards the combination of corpora.

When it comes to corpus triangulation, it is also important to have a clear
working definition of the linguistic feature under investigation. If the linguis-
tic feature is not clearly defined, the inconsistencies in the data obtained from
the corpus might be too high, and, as a result, they might be difficult to detect
and correct. This is particularly important to bear in mind when analysing more
than one corpora (e.g. belonging to different languages or genres), as the same
linguistic feature might be realised differently in different languages, or have a
different function depending on the genre. A smaller pilot corpus can be used
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in cases where a linguistic feature proves difficult to define and capture, which
should help fine tune the research parameters.

Given the considerable advantages of completeness compared to validation,
the purpose of corpus triangulation should be to increase the knowledge about
the linguistic and /or translation phenomenon under investigation, by approach-
ing it from different perspectives and examining various relevant parameters.
According to Hussein (2009), completeness is also more appropriate when
studying complex phenomena, less explored or unexplored research questions,
as is often the case with translation. Additionally, for those new to triangulation
techniques, the purpose of completeness is easier to master, compared to that of
validity, and thus it should be their primary aim. However, it must be noted that
there are still many researchers who treat triangulation as a validation technique,
not only in the social sciences (Blaikie 1991; Dootson 1995; Oliver-Hoyo and
Allen 2006), but also applied linguistics (Dornyei 2007), and translation studies
(Saldanha and O’Brien 2013; Shreve and Angelone 2010).

2.5 Advantages and limitations

The main advantage of corpus triangulation is that it can offer detailed data, which
would not be easily obtained using just one corpus and /or a single method. As in
social sciences research, corpus triangulation reduces bias and increases the con-
fidence in the results (Fielding and Fielding 1986; Redfern and Norman 1994;
Seale 1999). Although confidence is typically associated with triangulation, cau-
tion should be exerted, as increased confidence does not suggest that the data are
unquestionable, but rather that triangulation results in rich data. Triangulation
also helps bring to the fore possible contradictions in the data, which allows for
a more profound interpretation of the results (Altrichter et al. 2008). In turn,
where contradictions are not observed, and the different perspectives converge,
credibility can be added to the interpretation (Sands and Roer-Stier 2006). Addi-
tionally, corpus triangulation can help deepen our understanding of a phenome-
non, by adding more knowledge (Seale 1999), or by “turning the prism” (Wilson
and Hutchinson 1991, p. 274) to view a phenomenon from a different perspec-
tive, adding breadth, depth, complexity, richness and rigor to any inquiry (Den-
zin 2012). This particular strength of triangulation is very successfully captured
by Wilkinson (2007, p. 631) in his photography metaphor, when he argues that
“multiple snapshots, even if some are not totally in focus, give a better picture
than one poorly aimed photograph”. This suggests that by using triangulation
more coherent results can be obtained, offering a more detailed and balanced
picture. Finally, by analysing different types of corpora, the limitations associated
with each corpus type are addressed, while their advantages are combined. Tri-
angulation is also recommended when a more holistic view of a phenomenon is
required (Cohen and Manion 2011), for example when different aspects need to
be studied. This is even more so the case if the phenomenon under investigation
is particularly complex (Cohen and Manion 2011). Translation, by its nature, is a
complex phenomenon, which is situated between languages and cultures and can
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be studied from a range of different perspectives, including comparisons between
translated and/or non-translated material. For this reason, corpus triangulation
can significantly increase our understanding of translation phenomena.
Regarding limitations, conflicting results might prove difficult to interpret, for
example, if evidence from one type of corpus analysis contradicts that of another.
In such occasions, it is important to be able to control all parameters that affect
the corpus design to be in a position to interpret this contradiction in the data.
Another potential problem for corpus triangulation is the unit of analysis, which
needs to remain consistent (Redfern and Norman 1994). Especially in corpus
method triangulation, where qualitative and quantitative methods are combined,
the unit of analysis that is appropriate for one method might not be appropriate
for another. For example, a study that aims at examining the use of conjunctions
in translation might triangulate methods by examining the frequency of individual
conjunctions, and by closely examining how they contribute to the function of
texts. For the former, the unit of analysis will be the individual conjunction, while
for the latter it will be the text. This creates problems of comparability and raises
the question of the potential incompatibility of different methods and/or data.
Within-method corpus triangulation presents the additional limitation that it
only uses a single method, which refers to quantitative analyses. However, if care
is taken during the design of the methodology, this limitation can be addressed by
employing a wide range of possible quantitative approaches to reduce the bias of a
single approach. Similarly, the fact that corpus-based research typically involves a
single investigator creates a researcher bias. Corpus triangulation is no exception
to this, but the fact that different corpora and methods are employed increases
objectivity when compared to single corpus/methods approaches. Finally, corpus
triangulation, as any type of triangulation, is time-consuming and challenging to
design and undertake, as well as expensive to implement (Denzin 1989; Redfern
and Norman 1994). This limitation is further aggravated by the lack of a clear
methodological framework, which can be easily adopted in corpus-based transla-
tion research. As a result, many researchers, even though they recognise the need
for triangulation, are not in a position to benefit from it. The present book aims at
addressing this limitation by providing for the first time a comprehensive account
of corpus triangulation, which gives equal weight to theoretical and methodo-
logical considerations of corpus triangulation, as well as to the applications of the
methodology to real data with examples from a range of different contexts.

2.6 Conclusion

Triangulation is a flexible technique that presents many advantages, which can
be casily extended to corpus based-translation studies. It is not simply an alter-
native way of obtaining results. Rather, it is a way of getting results that could
not have been obtained otherwise. Given the multiple advantages of triangula-
tion techniques, one cannot help but wonder: Why do not researchers in trans-
lation studies use them more often? We can speculate many possible reasons for
this, similar to what Dornyei (2007) suggests for applied linguistic research.
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One possible explanation is the lack of sufficient knowledge on triangulation
techniques and a lack of expertise in implementing these. This might be related
to the lack of available literature, which would provide a guided and princi-
pled account of main triangulation techniques and how they might be used in
translation studies. As already mentioned, existing literature in translation stud-
ies touches lightly upon triangulation, which does not make it easy for other
researchers to familiarise themselves with such techniques and use them in their
own research, while previous attempts at corpus triangulation have been rather
poorly executed. More awareness needs not be created around triangulation
techniques more generally, and corpus triangulation techniques, in particular,
for researchers to be able to use them with confidence. Although this book
does not have the ambition to present a systematic account of triangulation in
translation studies research more generally, it does, however, aim to provide
a rigorous and comprehensive account of how triangulation can be achieved
within corpus-based translation studies.

Notes

1 No guidance as how many and which theories, sources, data and investigators can
be combined is found in the literature, and it is not infrequent for studies to only
employ two of these (e.g. a qualitative and a quantitative method). Oppermann
(2000) reminds us of the importance of the third measurement, arguing that true
triangulation should consist of at least three sets of theories, methods, etc.

2 Such comparisons are often seen as additional analyses, and do not form part of the
corpus design (for example, reference corpora, and their design, are not part of the
methods and data sections).
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3 Corpus data triangulation

3.0 Introduction

The popularity of corpora in translation studies and their wide applicability has
inevitably resulted in ambiguities in the way some of the key terms have been
used. However, if we want to develop a framework that relies on the combination
of different corpora, it is important to understand what constitutes a corpus and
draw clear distinctions among the different corpora. This chapter begins by pro-
viding a comprehensive definition of what constitutes a corpus in corpus-based
translation studies and a brief overview of existing typologies of corpora in the
field. The discussion of previous corpus typologies demonstrates the need for a
new typology based on the idea of corpus variables, values and attributes, which
forms the basis of corpus data triangulation. This new VVA typology is intro-
duced here together with a detailed examination of its parameters and how these
can be combined to achieve corpus data triangulation. Lastly, we shall examine
in this chapter how corpus size, representativeness and balance are affected when
corpus triangulation is employed in a project.

3.1 Corpora in translation studies

Many attempts to define corpus and its key features have been made in translation
studies throughout the years, which are naturally very close to the way in which
corpora are understood in corpus linguistics. One of the first definitions is that
proposed by Baker, according to which a corpus is “a collection of texts held
in machine-readable form and capable of being analysed automatically or semi-
automatically in a variety of ways” (Baker 1995, p. 225). Machine-readability is
an important characteristic of corpora as it allows for much more systematic and
reliable analyses (Mason 2001). Thus, collections of texts which are not machine-
readable cannot be considered as corpora in the strict sense of the term. In
more recent definitions, such as the one provided by Olohan (2004, p. 1), the elec-
tronic aspect of corpora is further highlighted: “[t]he texts are held in electronic
format, i.e. as computer files, so that various kinds of corpus tools, i.e. software, can
be used to carry out analysis on them”. Similarly, Zanettin (2012, p. 7) sees a cor-
pus as “a collection of texts in electronic format which are processed and analysed
using software specifically created for linguistic research”. Such definitions clearly
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distinguish corpora from simple electronic and non-electronic collections of
texts, which can be analysed manually, even more so in recent years with the
plethora of specifically designed electronic tools. However, although most of the
corpus analysis is conducted automatically, for example, by generating concord-
ance lines, part of it is carried out manually. Thus, in reality, most corpora are
analysed semi-automatically, as suggested by Baker. Other characteristics of cor-
pora are specific design criteria and a clear purpose (Baker 1995; Johansson 1998;
Olohan 2004; Zanettin 2012), which is also what distinguishes corpora from
other electronic collections of texts. Based on the above, the corpus definition
employed in this book is the following:

A corpus is an electronic collection of texts, which is compiled accord-
ing to specific design criteria, and which can be analysed automatically or
semi-automatically using different types of software specifically created for
linguistic research.

Ever since corpora were introduced in translation research, scholars have tried
to develop a corpus typology, which would incorporate the different types of
corpora typically used in corpus-based translation studies (Altenberg and Granger
2002; Bowker and Pearson 2002; Johansson 1998; Johansson 2003; Laviosa
2002; Tognini-Bonelli 2001; Zanettin 2012). A comprehensive evaluation of
their descriptive potential reveals that these typologies present significant limita-
tions, particularly if they are to inform corpus triangulation practices. Therefore,
we need a new corpus typology, which clearly presents the various corpus catego-
ries and how these might be combined, and informs the definition of corpus tri-
angulation. At the same time, this corpus typology needs to be flexible, not only
describing which corpora have been used until now, but also capturing possible
corpora that might be developed in the future. Before we introduce this new cor-
pus typology, we will revisit two of the available corpus typologies to offer some
examples of their limitations. Laviosa’s (2002) typology has been chosen as it is
the most comprehensive in the literature, while Zanettin’s (2012) typology is the
most recent and economical.

Laviosa (2002) was the first to introduce the idea of a corpus typology to corpus-
based translation studies. She bases her typology on a number of parameters,
which can be general or specific, and identifies four levels (I-IV) of corpus descrip-
tion. Figure 3.1 provides a visual depiction of the typology. Although the different
levels are described in detail, they are not given descriptive names or labels, which
is problematic when we try to refer to them. This might be a reason why other
scholars in the field have not subsequently successfully adopted this typology.

The typology becomes more complex if we consider that Laviosa identifies
additional categories for Level I (Table 3.1), apart from the number of languages
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Level IV
Level Ill Mono-source
Level I
Level | . Bi-source
P Translational
Language
Single
Monolingual Non- Multi-source
g translational Language
Comparable
Mono-
Directional
Parallel P ——
J— Bi-Directional
Corpus Type
Comparable -
Bilingual
Mono-source
Language
Parallel || Bisource
Language
Multilingual
Comprable Multi-source
Language
Figure 3.1 Laviosa’s corpus typology
Table 3.1 Additional Level I categories of Laviosa’s corpus typology
Full-text Synchronic General Language(s) Written
Sample Diachronic Terminological Spoken
Mixed Mixed

Monitor

included in the corpus (Figure 3.1). These additional categories for Level I are
not further specified, as is the case with the number of languages (Levels II-1V).

Laviosa (2002) acknowledges that this typology is not exhaustive, but rather
serves as a point of departure, where more parameters can be added accord-
ing to individual research projects. Its main advantage is that it aims at com-
prehensiveness. However, its main limitations are the complexity and lack of
cconomy. The corpus typology is repetitive, both within levels and across levels.
For instance, the comparable category is repeated three times in Level II, while
the number of source languages included in the corpus is mentioned in both
Level III and Level IV. Descriptive labels, which would facilitate reference to
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Comparable, monolingual Comparable, bilingual Parallel, bilingual
Originals + Translations Originals + Originals Originals + Translations

Language A + Language A | Language A + Language B Language A + Language B

Reciprocal (bilingual, bidirectional, parallel)

Originals Originals

Language A Language B
Translations Translations
Language A Language B

Figure 3.2 Zanettin’s corpus typology (taken from Zanettin 2012, p. 11)

different categories, are also missing. For example, a label such as Medium could
have been used for the written/spoken,/mixed category. As can be seen from this
brief description of Laviosa’s typology, although it tries to account for as many
different types of corpora as possible, it is a rather complex typology.

Zanettin’s (2012) attempt at a typology of corpora in translation studies
resulted in a concise and economical model (Figure 3.2). The main strength of
this typology is that it describes existing types of corpora, but also identifies the
clements that constitute them, pointing towards the possibility of combining
existing corpora, especially as far as the model of the reciprocal corpus is con-
cerned. However, despite its economy, this typology is perhaps too restrictive,
and it might not be easy to add other types of corpora, for example, synchronic
or diachronic corpora, without resulting in a complex corpus typology such as
Laviosa’s. Thus, although Zanettin’s corpus typology succeeds in capturing the
combined use of corpora, if a corpus triangulation model was to be based on such
a typology it would have been necessarily limited to triangulation based on only
reciprocal corpora, that is, the combination of comparable and parallel corpora
in two languages.

3.2 A new corpus typology

The discussion of limitations of existing corpus typologies demonstrates the
strong need for a new corpus typology, which is the golden mean between
Laviosa’s detailed and flexible, yet intricate, typology and Zanettin’s concise, yet
restricted model. This new typology will need to clearly present corpora based on
different criteria, and allow for new corpora to be easily added, as corpus-based
translation research advances. The idea of parameters introduced by Laviosa is
worthwhile and can be extended to capture variables, values and attributes, which
have proven useful in other disciplines, such as information science. A corpus
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typology that relies on these can offer corpus-based translation studies significant
descriptive potential, considerably facilitate the selection of corpus components
from different sources and allow for a common and clear terminology to be used
across corpus-based translation studies.

The first step in designing this corpus typology is to identify the most signifi-
cant aspects of corpora, which will constitute the variables, for example, the type
of corpus and languages. The variables are then assigned specific values, which
form close-ended categories, for example, parallel, comparable and reference for
the type of corpus variable. Values can be further defined, if needed, regarding
specific attributes, for example, the specific languages for the languages variable.!
Although it might appear that attributes replace their respective values, it is gen-
erally good practice to specify both when describing a corpus. For instance, if a
corpus is described as a comparable German—Russian corpus, it is implied that the
corpus is bilingual. For reasons of completeness and clarity, and to facilitate com-
parisons across available corpora, it is preferable to describe the corpus as a compa-
rable bilingual (German—Russian) corpus. It is also recommended that the order
of variables as presented in Table 3.2 is followed and that attributes appear in a
parenthesis since they often provide additional information, for example, 2 paral-
lel bilingual (Italian—English) synchronic (2002-2003) corpus (news articles). This
Variables—Values-Attributes (VVA) typology is flexible, in the sense that, while
it allows for a clear understanding of the most central aspects of corpora, vari-
ables relevant to individual projects (e.g. annotation and alignment, translator/
author profile) can be added if necessary.

As discussed in Chapter 2, corpus data triangulation is the combination, in an
integrated manner, of multiple (two or more) corpus values and/or attributes
from one or more corpus variables. Thus, corpus data triangulation is charac-
terised by considerable flexibility and involves different possible combinations,
based on the research aim of the project. These are listed below:

e the combination of values from the same variable, for example synchronic
and diachronic corpora (time variable), or translated and non-translated texts

(text variable)

Table 3.2 VVA (variables, values, and attributes) typology of corpora

Corpus Variables

Type Languages Time Texts

s 8 Parallel Monolingual Synchronic Translated
:L% Comparable Bilingual Diachronic Non-translated
QO > Reference Multilingual

s - Specific Spcciﬁc Specific

= languages time spans genres
£
&<
o
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e the combination of attributes from the same value, for example using two
comparable monolingual corpora in different languages (specific languages
attribute), or comparing the translation of different genres (genres attribute).

e the combination of values from different variables, for example employing
a comparable monolingual corpus and a parallel bilingual corpus (type and
languages variable)

e the combination of attributes from different values, for example comparing
the translation of different genres in different languages (genres and specific
languages attribute)

For instance, a study focusing on the examination of the use of creative language
in the translation of fiction from English into German (similar to that conducted
by (Kenny 2001b)) can combine the following corpora:

1 aparallel, bilingual (English-German), synchronic (1980-1999) corpus (fiction)
ii a comparable, monolingual (German), synchronic (1980-1999) corpus of
translated and non-translated texts (fiction)

Corpus triangulation, in this case, can be achieved by combining corpus values
from three variables—corpora i and ii differ regarding the type, languages and
texts variable. The exact way in which corpora will be combined will be dictated
by the focus of the research study and the specific research question(s). The
aim of the corpus project plays a central role in any corpus project (Hunston
2002; Kennedy 1998; Olohan 2004), but it is even more important in corpus
data triangulation, since it can only occur when all the different elements of the
corpus project provide an answer to the same research question or test the same
hypothesis. In other words, the more concrete the research aim of the project,
the easier it will be to draw a successtul corpus outline and apply corpus data
triangulation.

By focusing on specific corpus variables, values and attributes, instead of
corpora in general, researchers are encouraged to incorporate triangulation
considerations in their study from the formulation of the research questions
to the corpus design and to reflect on which specific aspects of their corpora
they are triangulating and why. This allows corpus triangulation to take place
in an integrated manner. Corpus data triangulation also means deciding on
how many and which values and attributes will be combined. Because their
number can be quite large (especially if more variables are added to the origi-
nal corpus typology presented in Table 3.2), it is important to have clearly
articulated research questions and hypotheses, which can guide the process,
but also to understand the key aspects of each variable. These are presented in
detail below. It must be noted that, although a separate section is dedicated
to each variable, these are often discussed in relation to each other, which, in
turn, demonstrates how variables and values are interconnected in an inte-
grated manner.
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3.2.1 Type

The first type of corpora that most people associate with translation is the parallel
(typically bilingual) corpus, which consists of a set of texts in a source language
and their translations in the target language.? Parallel corpora focus specifically
on the relationship between the source and the target text (Stewart 2000), and
this is the reason why they have also been defined as transiation corpora (Alten-
berg and Granger 2002; Johansson 1998; Tognini-Bonelli 2001). In this book,
the term parallel corpus is preferred as it is frequently used by many translation
scholars (House 2009; Kenny 2001a; Olohan 2004; Xiao 2010; Zanettin 2012),
especially in recent years.

Parallel (both bilingual and multilingual) corpora have been widely used
in translation studies to conduct contrastive analyses for a variety of purposes
(Bosseaux 2001; Falkum 2007; Fernandes 2009; Kenny 2004; Mason and
Serban 2004; Munday 2002; Wang and Quin 2010). Typically, parallel corpora
are used to examine to what extent the translated text is similar or different from
its source text, as well as what decisions translators have made in the process of
translation. Other applications of parallel corpora include translator training and
machine translation. Most studies employing parallel corpora tend to extract data
by aligning texts (Véronis 2000) to compare the linguistic features of source texts
and their translations. The need for alignment considerably affects the ease with
which parallel corpora can be compiled and, for some translation scholars, align-
ment is a necessary criterion for a corpus to be called parallel (Tognini-Bonelli
2001). Some examples of parallel corpora are the Oslo Multilingual Corpus
(OMC) and the Portuguese /English Parallel Corpora (COMPARA).

The second type of corpus used in translation research is the comparable cor-
pus, which can be defined as “a corpus containing components that are col-
lected using the same sampling methods” (McEnery and Hardie 2012, p. 20).
Comparable corpora are typically of two kinds: (a) monolingual, consisting of
translated and non-translated texts in the same languages and (b) bilingual or
multilingual, consisting of texts, either translated or non-translated, in differ-
ent languages. Comparable monolingual corpora are used to examine features—
linguistic, discursive or other—of translated texts and compare them to those
found in non-translated texts produced in the same language. Most studies
employing comparable monolingual corpora focus on language-independent
features of translated texts often referred to as umiversals (Dayrell 2004; Day-
rell 2008; Konsalovd 2007; Laviosa-Braithwaite 1997; Olohan and Baker 2000).
What is unique about such corpora, which are available online, is that their com-
ponents (i.c. a corpus component of translated texts and a corpus component
of non-translated texts) are usually not jointly available on the online platform.
Examples include the Translational English Corpus (TEC) and the Corpus of
Translated Finish (CTF), which need to be used in conjunction with monolin-
gual corpora such as the British National Corpus (BNC) or the Finnish Litera-
ture corpus. Similarly, the ZJU Corpus of Translational Chinese (ZCTC) is the
translational counterpart of the Lancaster Corpus of Mandarin Chinese (LCMC).
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Thus, TEC, CTF and ZCTC are not comparable corpora in the strict sense of
the term, but rather reference corpora (see below) or potential components of
comparable corpora.

Comparable bilingual or multilingual corpora can be further divided into two
categories: (a) non-translated, consisting of non-translated texts in two or more
languages and (b) translated, consisting of translated texts of the same or differ-
ent source texts in two or more languages. The first category is mainly used for
comparative purposes, for example, to compare linguistic or other features in
various languages. As a result, it is often used in applied research, for example,
in translation training or terminological research (Zanettin 2000). However, it is
also possible to use comparable corpora of this type in translation research. For
instance, the reciprocal corpus in Zanettin’s (2012) typology includes the pos-
sibility of a comparable corpus of this type where source texts in Language A and
Language B are compared. It is worth noting, however, that such a corpus has a
complementary role in translation research and can only be used in conjunction
with other types of corpora which include translated texts. The second category
has often been employed for the examination of regularities and irregularities
of translated texts across languages, especially when the source language is the
same (Cartoni et al. 2013; Johansson 2002). To find examples of such corpora
we often need to look into parallel multilingual corpora that offer the possibility
of comparing target texts, without necessarily consulting the source texts. Such
examples are the Dutch Parallel Corpus (DPC), the Online Parallel Bible, the
Multitext-East “1984” corpus, and the Oslo Multilingual Corpus (OMC).

The close link of comparable corpora consisting of translated texts to multilin-
gual parallel corpora reflects a significant terminological problem in translation
studies, which has been identified and elaborated by Zanettin (2012). As far as
the terms are concerned, there is considerable overlap between parallel and com-
parable corpora and the distinction between them is not always clear-cut. Parallel
corpora might not always contain translation in the strict sense of the term, while
comparable corpora, as has been demonstrated above, might be derived from
parallel corpora. The solution proposed by Fantinuoli and Zanettin (2015) is to
treat parallel and comparable as characteristics of the corpus architecture, and not
of the status of the texts in the corpus. Such terminological considerations indicate
that parallel and comparable corpora are more closely linked than what literature
on corpus-based translation studies seems to suggest and that corpus triangulation
is not only desirable but might be inevitable in corpus-based translation research.

Finally, we need to consider reference corpora, which are sometimes used in
translation studies. A reference corpus is monolingual, that is captures only one
language, and is designed to offer detailed information about that language (Sin-
clair 1996). Typically, it is large enough to capture different varieties of language,
and it might be used for the creation of grammar books and dictionaries. Exam-
ples of reference corpora are the British National Corpus (BNC) and Lancaster
Corpus of Mandarin Chinese (LCMC) mentioned earlier. Regarding translation,
these can be examined on their own, for example, as part of a diachronic study, or
constitute a component of a comparable corpus as already explained. The fact that
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such corpora can be used independently (i.e. not as corpus components) creates
the need for a separate category for these. For example, a study might be inter-
ested in investigating the relationship between translation and language change
(see Chapters 7 and 8), and it might begin by examining a reference monolin-
gual corpus in the target language to identify areas in which change might be
observed. Similarly, a study might focus on the investigation a specific genre. It
might begin by examining a reference corpus of translated texts in the target lan-
guage to establish features that might be worth examining in more detail using a
parallel corpus. Depending on the aim of the research project, reference corpora
can be large (such as BNC) or much smaller, focusing on a specific time period,
genre, author, etc. It is worth stressing again the close link between different cor-
pus types, not only comparable and parallel, but also comparable and reference.

3.2.2 Languages

A corpus can be monolingual, bilingual or multilingual. For reasons of economy,
bilingual corpora are sometimes included under multilingual corpora (Altenberg
and Granger 2002); however, given the special difficulties involved in creating
multilingual corpora, it is worth assigning them a separate value. In general,
the creation of bilingual or multilingual corpora is “more time consuming” and
“technically complex”(Fantinuoli and Zanettin 2015, p. 3) than that of monolin-
gual corpora. Creating bilingual corpora can be challenging, regarding the avail-
ability of appropriate material as these might not be available in a specific language
combination or might be difficult to acquire. Once more languages are added to
the corpus, these difficulties are multiplied. This is the reason why very few mul-
tilingual corpora have been used in descriptive translation studies (Fantinuoli and
Zanettin 2015). However, since multilingual corpora allow for data from multiple
languages to be captured, the confidence in findings can be increased, especially
when these corpora are used to investigate claims about translation behaviour or
translated language more generally and not limited to a specific language pair.

As has already been mentioned in the previous section, when we examine cor-
pus type in conjunction with the number of languages, some restrictions apply.
In particular, a parallel corpus cannot be monolingual, but we might have both
bilingual and multilingual parallel corpora. Regarding comparable corpora, these
can take all three values: monolingual, bilingual, or multilingual. Finally, refer-
ence corpora are always monolingual. The languages variable can also be assigned
an attribute referring to the specific language or languages that make up the cor-
pus, for example, French, Arabic, Chinese. Further restrictions apply here since a
monolingual corpus can only take one language attribute, a bilingual corpus two,
while a multilingual corpus three or more. It is worth noting that in the case of
parallel corpora, the specific languages attribute can imply the directionality of
the translation. Thus, if the corpus is described as English—French, the direction
is from English into French, while if the corpus is described as French-English,
the direction is reversed.® Although for most projects the specific language(s)
attribute list will include different languages, in some cases, it might involve dia-
lects or regional variations, for example, British English and American English.
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3.2.3 Time

The third variable refers to whether the corpus consists of synchronic material,
that is, texts produced during the same point in time, which is usually the present,
or whether it consists of diachronic material, produced at different points in time.
All types of corpora (i.e. parallel, comparable and reference) can be either syn-
chronic or diachronic. The material included in the corpus can be further speci-
fied in terms of the specific time span they cover, which is normally the years, or in
some cases the centuries, in which the texts have been produced. For a synchronic
corpus, only one time span needs to be selected, which can be either an individual
year, for example, 2005, or a more extended period, for example, 2005-2010.*
Although two points in time are the minimum number necessary for a diachronic
study to be conducted, this does not mean that more points in time cannot be
selected. Depending on the time span of the corpus and its design criteria, some
corpora may include three points in time or more. For instance, the Helsinki
Corpus includes texts from Old English, Middle English and Modern English,
while A Representative Corpus of Historical English Registers (ARCHER) includes,
among other genres, science texts from 1800-1849, 1900-1949 and 1950-
1999. Although these examples do not involve corpora of translated texts, their
design and compilation should easily be extended to translation corpora. For
example, a third point in time might be selected in a corpus-based translation
project capturing the year(s) when translations started to circulate more widely,
or when an event occurred, which might have had an impact on the texts under
investigation. It is important to note here that the additional points in time are
not selected randomly, but by consulting the research context. Such considera-
tions allow corpus data triangulation to occur in a principled manner.

Apart from a limited number of studies (Amouzadeh and House 2010; Bisiada
2013; Ho-yan 2009; House 2003; House 2006; Malamatidou 2016; McLaugh-
lin 2011), diachronic corpus methods have generally been disregarded in trans-
lation studies. Thus, corpus-based translation studies are typically restricted to
synchronic analyses of languages, and there seems to be a lack of diachronic
corpus-based studies in the field. This conspicuous gap in corpus-based transla-
tion studies cannot be easily explained, since the compilation of diachronic cor-
pora does not involve any significant problems, in the same way, that compiling
bidirectional or multilingual corpora does. There is a need for more diachronic
corpora that would add a temporal dimension to corpus-based translation studies
and would address questions such as the relationship between evolving trans-
lation styles and norms and evolving language norms and on the relationship
between translation and language change (Zanettin 2013).

3.2.4 Texts

The variable of texts, although important, is seldom specifically discussed in
corpus-based translation studies, and no clear reference framework is followed,
although some tendencies are observed. When referring to translated texts, most
studies use terms such as translations, target texts or transinted texts, depending
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on the context of the study. Regarding non-translated texts, the terms source texts
and original texts are typically used in parallel studies, although most translation
scholars these days prefer the former, since o7iginal texts might imply that transla-
tions are in some way unoriginal textual productions. For comparable studies, the
term texts written oviginally in Language A is also frequently used. It is proposed
here that the term non-translated texts is used for all instances where texts that
are not translations are used and that the term translated texts is reserved for all
cases where translations are used. The context of the research project and the
language attribute will help distinguish between a text that is the source text of
translation and a non-translated text written in the target language. The only
possible exception to this is parallel corpora where the terms source/target texts
might be employed to signal the relationship between the two sets of texts, and
the direction of the translation.

As with other variables, when the texts variable is examined in conjunction
with the type of corpus, some restrictions apply. Thus, a parallel corpus needs to
consist of both translated and non-translated texts, and for that reason, specifying
the text value for parallel corpora is not necessary (although a text attribute is),
as it is assumed that they will include by definition both types of texts.® On the
contrary, the text type value needs to be specified for comparable corpora, as they
can consist of either translated or non-translated texts, depending on whether it is
a monolingual or bilingual /multilingual comparable corpus (see Section 3.2.1).
For instance, a comparable monolingual corpus will normally consist of both
translated and non-translated texts. Conversely, bilingual or multilingual com-
parable corpora will normally consist of either translated texts or non-translated
texts in different languages. Similar considerations apply to reference corpora,
which can consist of either translated or non-translated texts, although the latter
is more common. It is worth mentioning that the variable of text type is the only
variable whose values are not mutually exclusive, and thus both translated and
non-translated texts can be included in the same corpus. The only exception to
this is reference corpora.

The texts variable can also be assigned a genre attribute, which refers to the
specific discourse type to which texts in the corpus belong, for example, advertis-
ing, fiction, academic texts. Although traditionally translation scholars have been
interested in the examination and in-depth analysis of literary texts, in recent
years, they have begun to take into consideration more specialised material, such
as legal, scientific and technical texts (Biel 2010; Ji 2012; Kranich 2009; Krein-
Kiihle 2011).

3.3 Issues of corpus design

3.3.1 Size

An important question that needs to be addressed in any corpus project is how
big the corpus should be since size is a decisive factor regarding the reliability
of the results (Zanettin 2012). The answer to this question, however, is not
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straightforward, even for corpus studies that do not employ data triangulation, as
it depends on a number of factors (Hunston 2002; McEnery et al. 2006). These
factors can be divided into two main categories: the research aim of the study,
which includes the types of linguistic analyses to be conducted, and practical
considerations, such as availability of data, and time restrictions.

Corpus triangulation projects are affected more by practical considerations than
projects where corpora are not combined and are, thus, likely to favour smaller
corpora of a few hundred thousand words. Triangulation is a time-consuming
process, both regarding corpus building and corpus analysis, and the more cor-
pora that need to be built, the more time is required. Similarly, more time is
required for analysing different corpora, compared to a single one. Availability
and accessibility of data are also an acute problem when it comes to corpus data
triangulation, as the same amount of data might not be available in different
languages or for different text types, and if it is, it might not be easily accessible.
Finally, comparability is a central concern of corpus data triangulation, and it
might significantly affect not only corpus size but even the feasibility of the whole
corpus project. As Kenny (1998, p. 53) explains:

It is in the very nature of translation that new genres are introduced from
one literature to another, and there may be nothing ‘comparable’ in the host
literature to a text introduced to it through translation from another textual
tradition.

Some readers might consider the smaller corpus size associated with triangula-
tion as a possible limitation. For example, Zanettin argues that small corpora set
“a further limit to the claims and generalisations that can be made based on the
findings” (2012, p. 44). However, this is not necessarily the case, and smaller
corpora present some advantages: they allow for careful sampling and accurate
tagging, as well as exhaustive scrutinising (Hundt and Leech 2012). In cases
where much noise might be present in the data, a smaller corpus might even be
necessary (Hunston 2002). Additionally, the possible limitations of small corpora
are counterbalanced by the depth and breadth of understanding that corpus data
triangulation offers. In other words, it is preferable to use a number of smaller
corpora, which capture different aspects of a phenomenon, than a single one,
which, albeit large, captures only one aspect.

3.3.2 Representativeness

While issues of corpus size are associated with the quantity of text, represent-
ativeness and balance deal with the quality of the texts in the corpus. Repre-
sentativeness is closely related to sampling and is notoriously difficult to achieve
in a corpus project (Hunston 2002; McEnery and Hardie 2012; Olohan 2004;
Renouf 1987; Tognini-Bonelli 2001).6 In order to address some of the problems,
it has been argued that representativeness needs to be understood as an approxi-
mation (Kennedy 1998) or a matter of degree (McEnery and Hardie 2012),
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“something to strive for rather than something which can reasonably be attained”
(Zanettin 2012, p. 45). Thus, even if we cannot achieve full representativeness,
it is better to have a corpus that is somewhat representative, than a completely
random selection of texts. As a solution for broader linguistic representation,
Biber (1993) suggests using smaller samples of a wider range of texts, rather than
longer samples of fewer texts. This can be interpreted as an argument favouring
triangulation using smaller corpora. Representativeness is more easily achieved
with smaller specialised corpora, which typically characterise corpus data triangu-
lation projects, than with large general corpora.

Representativeness is often impeded by considerations of comparability, and
creating a representative corpus might often mean that “certain comparisons
between the sub-corpora are likely to prove difficult or unreliable” (Kennedy
1998, p. 65). Zanettin (2012) explains that when describing translated and non-
translated fiction in one language, the criteria used might be different and they
might also differ from the criteria used to describe translated or non-translated
fiction in other languages. For instance, Western fiction (defined as fiction set
in nineteenth century American West) might only be available as translated fic-
tion outside North America. Although these considerations are relevant to any
corpus-based study, it is in studies employing corpus data triangulation that they
become most significant. To be able to compare corpora, each corpus needs to be
representative of the respective population that it aims to capture, but at the same
time allow for comparisons with other corpora to be made. The more corpora
are added, the more difficult it becomes to address both these parameters. Thus,
in corpus data triangulation projects, a decision often needs to be made between
representativeness and comparability and which of the two will be prioritised.
Because the aim of most corpus triangulation projects will be the comparison of
data from different corpora, in most cases, representativeness will need to give its
place to comparability. This does not mean that representativeness is not impor-
tant in corpus triangulation and that we should not make an attempt to achieve
it. Considerations of representativeness are central for corpus data triangulation
projects, and it is important to make sure that the different corpora adequately
represent a different aspect (e.g. linguistic or stylistic feature) of the same pop-
ulation (e.g. language or genre) or the same aspect of a different population.
It we understand representativeness and comparability as matters of degree, as
suggested by Leech (2007), we should aim at achieving the highest degree of
representativeness, while maintaining the desired degree of comparability, in any
project employing corpus data triangulation techniques.

3.3.3 Balance

Balance is difficult to define and is often equated with including into the corpus
texts from a wide range of different sources.” As Kennedy (1998) rightly points
out balance is not achieved by having equal amounts of texts from various sources,
but by ensuring diversity, while taking into consideration issues of currency
and influentialness when selecting from a wide range of sources. Diversity is
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an important parameter, not only because it allows for a range of comparisons
to be made across corpus components, but also because it allows for a better
representation of the whole population. However, on the one hand, statistics on
the circulation of textual productions are not always available, and even if they are,
they might not be entirely reliable. On the other hand, a not so widely circulating
text might be influential and attract significant cultural capital. For this reason,
very few corpus studies have been based on similar statistics. Balance is equally
complex and challenging to achieve as representativeness, and, thus, it is better
to understand it as a matter of degree (McEnery and Hardie 2012). Although
balance is typically more intractable with large general corpora, Kennedy (1998)
argues that it is also problematic with smaller specialised corpora, as it is rarely
possible to have a corpus consisting of everything published in a specific period.

Considerations of balance present some additional problems for projects rely-
ing on corpus data triangulation. As already discussed, statistics on the circulation
of texts are not always available, and it is often the case that they might be avail-
able for one aspect of the corpus design, for example, language or genre, and not
for another. Thus, consistency regarding design is compromised. In the absence
of such figures, researchers cannot do much but rely on personal intuition, or, if
everything else fails, aim at including equal amounts of texts for each language
or genre. Both of these solutions have their limitations, but it is better to strive
for some degree of balance than to completely abandon the concept. Corpus
data triangulation is also related to issues of balance across corpora. The aim of
any corpus triangulation project should be to gain a better understanding of a
phenomenon, by analysing it from a range of different perspectives. Diversity, in
this case, is important; the more corpora can be built, each focusing on a different
aspect of the phenomenon under investigation, the more complete the picture
of the phenomenon. Still, time restrictions and other practical considerations will
allow for only a limited number of corpora to be built, which means that issues of
influentialness are also important to keep in mind.

3.4 Conclusion

By providing corpus-based translation studies with a clear framework for corpus
data triangulation, which is based on a comprehensive and flexible corpus typol-
ogy such as the VVA, the quality and rigour of research conducted in the field
can be improved, as clarity and objectivity will increase. This means that not only
can we answer existing question in translation studies with more confidence, and
increase the reliability of research, but that we can also attempt to address new
questions, which have been left unanswered until now. Despite the limitations
associated with small corpus size and the problems of representativeness and bal-
ance, corpus data triangulation is still a valid endeavour, which allows researchers
to compare and contrast different aspects of the same phenomenon. However,
we must remember that the results that are reached using a particular corpus
are valid only for that corpus, and any generalisations still need to be made with
caution. Moreover, since corpus triangulation creates additional difficulties for
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corpus configuration, the interpretation of corpus data needs to be made in the
light of the potential limitations as a result of corpus design.

Notes

1 An attributes list is much longer and varied compared to the values list. What
exactly will be included in the attributes list will depend on the research aims of
each project.

2 It must be noted, however, that some parallel corpora do not officially contain
translations. For example, corpora consisting of EU texts.

3 For bi-directional corpora, two separate corpora are needed, which will need to be
described separately.

4 The time variable might be more complex in studies using material that have been
translated many years after their original publication or have numerous reprints.

5 This is the reason that corpora such as TEC need to be considered as corpus com-
ponents since they do not include non-translated texts.

6 According to Leech, a corpus is representative when its study “can stand proxy for
the study of some entire language or variety of a language” (Leech 2007). In other
words, when a population is very large, as is often the case with linguistic studies, it
is necessary to select a sample that is representative of that population.

7 The factors that will inform diversity will depend on the research aim of the project,
and might include the gender, age, nationality, etc. of the writer, the genre, the
time and place of publication, the status of texts, their reputation and many more.
The larger the population that needs to be presented, the more variables will need
to be considered.
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4 Corpus method triangulation

4.0 Introduction

This chapter explains in detail the different types of corpus method triangulation,
which can be defined as the use of (two or more) corpus analysis techniques in
one study of a single phenomenon. As explained in Chapter 1, a combination of
quantitative and qualitative analyses is typical in corpus-based studies, while it is
not possible to employ only qualitative methods in a corpus-based study. Thus,
more emphasis is placed in this chapter on the combination of different quantita-
tive methods, than on the combination of quantitative and qualitative methods
or the combination of qualitative methods. In particular, attention is paid to the
use of statistics to scrutinise corpus data, as these have not been extensively used
in corpus-based translation studies. The aim here is not to offer an introduction
to corpus analysis techniques, for example, explain how statistical analyses can
be performed with linguistic data. It is assumed that the reader will be familiar
with these concepts, and if not, there are a plethora of books offering excellent
introductions to these topics (see for example McEnery et al. 2006; Mellinger
and Hanson 2016; Meyer 2002; Oakes 1998). Rather, the focus is on how cor-
pus method triangulation can be achieved using such techniques. Before we pro-
ceed, it must be noted that corpus method triangulation is intrinsically linked to
the way in which corpus data can be displayed allowing researchers to identify
patterns more easily. Different corpus software (e.g. the Sketch Engine, Word-
Smith Tools, AntConc, AntPConc, ParaConc) offer different tools for access-
ing and displaying data. The most frequently mentioned in the literature are
frequency lists, keyword lists and concordances. The potential of these can be
further enhanced by using a lemmatiser or annotating a corpus for parts of speech
(POS tagging) or clauses (syntactic parsing). Readers not familiar with these tools
are encouraged to consult introductory books on corpus methods (e.g. Hunston
2002; McEnery et al. 2006; Olohan 2004; Zanettin 2012).

4.1 Within-method corpus triangulation

Within-method corpus triangulation involves the combination of methods,
which belong to the same or similar paradigm, in the examination of the same
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corpus, or set of corpora. Although it is possible to have a corpus-based study
that relies solely on quantitative methods, it is not possible to have a corpus-based
study that relies only on qualitative approaches. As a result, within-method cor-
pus triangulation is only available with quantitative methods. The examination of
corpus data can be performed with a range of statistical analyses, which can be
broadly divided into two categories: descriptive, and inferential. Within-method
corpus triangulation occurs when one (or more) descriptive statistical analyses
are combined with one (or more) inferential statistical analyses. While it is good
practice to employ a broad range of different types of quantitative methods since
these will help reveal patterns, care must be taken to ensure that statistics are
used with a clear rationale, and have an identifiable aim. This is to avoid a situa-
tion where measurements are obtained for the sake of measurements and do not
add anything to our understanding of the phenomenon under investigation. It
is advisable that whenever different quantitative methods are employed, this is
accompanied by a short discussion of how each of these informs the analysis, that
is what new and crucial data they offer. Equally, the decision of which types of
methods will be combined needs to be taken at the outset of the research project,
and directly related to the research question or hypothesis.

It has been argued that within-method triangulation is particularly useful in
the study of phenomena that involve multidimensional data (Denzin 1989), and
translation can be considered as such a phenomenon as it typically involves the
analysis of different types of texts in different languages (e.g. translated and non-
translated, source and target texts). However, translation studies have not yet
tully benefited from this type of triangulation, and accounts of what could be
considered as within-method triangulation are very recent and still rare (see also
Chapter 1). Although there are several volumes and articles, where different types
of statistical tests are presented (Balling and Hvelplund 2015; Oakes 2012), no
explicit reference is made as to the possible combination of different quantitative
techniques. The only exception to this is Mellinger and Hanson, who argue that
to advance translation and interpreting studies “[r]eplication of research studies
and triangulation with additional quantitative and qualitative data points are of
utmost importance” (2016, p. 241). The present book takes this idea forward
and formulates a solid methodological framework, which constitutes a detailed
account of how methods belonging to the same paradigm can be combined in
corpus-based translation studies.

4.1.1 Descriptive statistics

Descriptive statistics are part and parcel of corpus analysis, and they are central
to many built-in features of corpus tools, such as frequency lists and type-token
ratios to take the most common examples. According to Mellinger and Han-
son (2016), descriptive statistics serve three main purposes. Firstly, they are an
effective way of capturing and summarising important characteristics, identify-
ing patterns, and making comparisons across different populations. Secondly,
they can help test the assumptions made by statistical tests, which suggests that
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a combination of descriptive and inferential statistics is necessary if we want to
increase our understanding of the phenomenon under investigation. Finally, they
are essential to make generalisations about the broader population based on a
sample, although such generalisations should always be made with caution.

The most basic descriptive measure is the frequency count, where, the occur-
rences of a specific linguistic item, for example, a word, are calculated against the
total number of words in a corpus. The resulting number corresponds to the raw
frequency of the linguistic item (also known as absolute frequency). While a simple
frequency count can be quite useful, it is often more interesting to examine the
relative size or the relationship to the whole, especially when two or more cor-
pora need to be compared. In that case, normalised frequency (also known as reln-
tive frequency) is used, which calculates the occurrence of the linguistic item out
of a specific number of words in a corpus, for example, 100, 1,000, or 1,000,000.
The basis of the comparison depends on “the typical text length in a corpus”
(Biber et al. 1998, p. 264), or other parameters that are pertinent to the corpus
under investigation.! Raw frequency is generally preferred with smaller samples
since normalised frequency might be misleading in this case (Mellinger and Han-
son 2016).? Two other useful concepts for descriptive statistics are central ten-
dency, which is the typical value that best represents a set of data, and dispersion,
which is a measure of how spread out or clustered together data are. There are
three common measures of central tendency, namely mean, mode and median,
while dispersion can be measured in terms of range, (co)variance, quartiles and
standard deviation. See Oakes (1998), McEnery et al. (2006) and Mellinger and
Hanson (2016) for more information on how these can be calculated, as well as
Gomez (2013) for their suitability to linguistic analyses.

Descriptive measures can be combined, and McEnery and Hardie advise to
“report both raw and normalised frequencies”(McEnery and Hardie 2012, p. 51,
emphasis in the original), since normalised frequencies tend to “abstract from,
and simplify, the reality of ‘what’s there’ in the corpus”. For instance, Kenny
(2001) compares the use of hapax legomena in GEPCOLT by reporting both
the raw and the normalised frequencies, though without employing any other
quantitative technique. It is also possible to combine frequencies with central
tendency or dispersion, but this combination is rarely used in corpus-based trans-
lation studies. However, these additional measures can offer new and valuable
insight into the corpus data. It is advised here that whenever corpus method tri-
angulation is employed an attempt is made to go beyond frequencies and explore
the usefulness of other descriptive measures.

4.1.2 Infeventinl statistics

No matter how useful descriptive measures might be, they are, as their name sug-
gests, descriptive, and, thus, provide only a limited understanding of the phenom-
enon under investigation. Inferential statistics go a step further and allow corpus
analysts to study variation and test the significance of the differences observed
cither within or across corpora. Additionally, they can add insight and rigour,
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allow for more focused corpus-based analyses of language, and can serve the
purpose of triangulation. For example, by using statistical significance tests, “cor-
pus linguists can not only be more confident about the results they obtain but
may even gain new insights into the linguistic issues under investigation” (Meyer
2002, pp. 120-121). For this reason, it is highly recommended that inferential
statistics be employed in every corpus-based study aiming towards triangulation.

Despite the benefits that inferential statistics offer, some translation scholars
seem to believe that statistical tests are not always necessary (see for example
Olohan 2004). The reason for their reluctance to employ inferential statistics is
not always grounded on arguments about their usefulness. While the science of
statistics offers researchers a range of tools to analyse data and identify patterns,
many researchers in the humanities, including translation studies, often lack the
necessary foundation to employ statistics (Mellinger and Hanson 2016). Corpus-
based translation studies, in particular, seem to be lagging behind regarding the
use of quantitative analytical methods (Ji and Oakes 2012). As a result, many
translation scholars still work mainly with simple descriptive statistics, and transla-
tion studies has not yet fully benefited from statistical analyses.

Since it is rarely possible to be sure that an observed difference between cor-
pora, as expressed in terms of normalised frequencies, has not arisen by chance,
statistical tests are used to ascertain whether the differences observed in the fre-
quencies are not the result of coincidence. All statistical significance tests are
based on the same principle and require a null hypothesis (H ) and an alternate
hypothesis (H,). The null hypothesis suggests that there is no difference or rela-
tionship between the variables and that any differences that might be observed
are due to chance. The alternate hypothesis suggests that there is some difference
or relationship between the variables, which can be attributed to some factor
other than chance.? Statistical testing does not aim to prove the alternate hypoth-
esis, but rather to reject the null hypothesis (Mellinger and Hanson 2016), for
which the probability value p needs to be calculated. The closer the probability
value pis to 0, the more statistically significant the results. It is generally agreed
that a 95 per cent certainty is suitable for linguistic analyses and “a[n] [alter-
nate] hypothesis can be accepted only when the level of significance is less than
0.05 (i.e. p < 0.05)” (McEnery et al. 2006, p. 55). If p is smaller than 0.05,
the observed difference has most probably not arisen by chance and, thus, the
null hypothesis can be refuted. We will not go into further detail about how the
p value is calculated, but readers interested in finding out more about statistical
significance tests can consult Dunning (1993), Oakes (1998), Baayen (2008),
Gries (Gries 2009; 2010) and Gémez (2013) to understand their workings, as
well as their limitations.

There are two main categories of statistical significance tests: parametric tests,
which assume a normal distribution of data, and non-parametric, which assume
that data are distribution-free. Data are normally distributed “if most of the val-
ues cluster relatively tight around a mean (average) value” (McEnery and Hardie
2012, p. 51), which is typically not the case with linguistic data that are likely
to be distributed more randomly. As a result, linguistic research tends to prefer
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non-parametric tests. There are also different types of statistical tests based on
the focus of the study. There are tests that examine differences between groups,
and tests that examine the relationship between two variables. In corpus-based
translation studies, the focus is typically on variables. Examples of non-parametric
tests of this type include the Spearman rank correlation coefficient, the chi-square
test, and the log-likelihood test (also referred to as the G-test). The former is
typically used with continuous data, that is data that can be measured in terms
of degree (e.g. calculating the relationship between the quality of a translation
and the hours spent working on it). In linguistic research, however, the focus is
often on categorical or nominal variables, which are not characterised by degrees,
but by a yes/no relationship (e.g. how many nouns in a text) (Gémez 2013), for
which the chi-square test and the log-likelihood test are more appropriate than
the Spearman’s test. The main difference between these two tests is that, while
the log-likelihood test can be used with any number of observed examples, the
chi-square test tends to be unreliable with small samples.* With large samples, the
two tests perform almost the same (Oakes 1998), although there seems to be a
preference in corpus linguistics for the log-likelihood test, which is also preferred
in this book.

Wilson (2013) identifies a problem with the interpretation of statistical sig-
nificance tests and rightly observes that corpus linguists often treat the p value
as the actual probability that a difference between corpora is due to chance. For
example, if the p value is 0.03, they would assume that there is only 0.03 per cent
chance that the difference is due to chance. As a result, they will often compare
p values, assuming that the higher it is, the more likely it is that the difference is
accidental. Wilson considers this “an extremely widespread, but normally false
belief” (2013, p. 4). To measure the probability that a difference in frequency is
due to chance, he advocates the use of the Bayes Factor (BIC), based on Kass and
Raftery (1995), who calculated BIC approximations for the log-likelihood test.
Positive figures offer evidence against the H, while negative figures offer evi-
dence in favour of the H,. According to Wilson, a figure between 0 and 2 is not
worth more than a bare mention, a figure between 2 and 6 is positive evidence,
a figure between 6 and 10 is strong evidence, while any figure larger than 10 is
very strong evidence against/in favour the H . Approximations for the chi-square
test can be found in Johnson (2005) and Yuan and Johnson (2008). Thus, it is
useful to complement statistical significance tests with the Bayes Factor, as the lat-
ter allows corpus researchers to quantify the degree of evidence more rigorously
compared to significance levels.

Statistical tests also need to be complemented by effect sizes, which measure
the strength of a difference or relationship between variables. This is because it
is not sufficient to argue, for instance, that a particular linguistic feature is used
differently (i.e. based on normalised frequencies) in translated texts compared
to non-translated texts. It is also important to quantify this difference, as a
statistically significant result does not mean that the difference is important (i.c.
large enough to be meaningful). Lakens argues that an effect size needs to be
included for every statistical test since it allows researchers to “communicate the
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practical significance of their results (what are the practical consequences of the
findings for daily life), instead of only reporting the statistical significance (how
likely is the pattern of results observed in an experiment)” (2013, p. 1). Similarly,
Gries (2010) argues that “one should always provide an effect size so that one’s
significant result can be better evaluated”, especially if large corpora are employed.
This is because even small numerical differences tend to be statistically significant
in large corpora. However, the reliability of the effect size is independent of
corpus size (Rosenfeld and Penrod 2011).

A range of different metrics of effect sizes is available depending on which
statistical test is being used. The most straightforward effect size metric is per-
centage difference (%DIFF), which indicates the proportion of the difference
between the normalised frequencies of specific linguistic features (e.g. word) in
two corpora® and can be used with any statistical test. The threshold for consid-
ering a difference large is relative and depends on the corpora compared. For
instance, if normalised frequencies are relatively large, then a 50 per cent differ-
ence is considered small, while the same %DIFF is large if normalised frequen-
cies are relatively low. However, %DIFF can only be used when two corpora are
examined. When more than two corpora need to be compared, different effect
size metrics need to be used based on the statistical significance test employed.
For statistical tests on categorical data, as is often the case with linguistic data,
effect size can be measured with Cramer’s V, if the chi-square test is being used,
or with Effect Size for Log Likelihood (ELL), if the log-likelihood test has been
used. The effect size will be a figure between 0 and 1, with 0 suggesting no dif-
ference or association between the variables, and 1 suggesting strong difference
or association between the variables. According to Ellis (2010), a general rule is
that an effect size of 0.1 is considered small, 0.3 medium, while 0.5 large.

An additional inferential measure used in corpus-based studies is Mutual Infor-
mation (MI), which measures how strongly two words are associated with each
other and is typically employed in the examination of collocations or other lexical
and grammatical associations. Another useful measure when examining corpora
is the t-score, which measures the confidence with which we can make claims
about associations. According to McEnery et al. (2006), MI scores tend to reveal
low-frequency word associations, whereas t-scores tend to reveal high-frequency
pairs. Since the two tests capture different aspects of collocations, it is useful to
combine them (Church et al. 1994). This type of methodological triangulation
will reveal patterns that score highly in both, increasing the reliability of findings.
Many corpus analysis applications, such as the Sketch Engine and WordSmith
Tools, provide such statistical information when they display collocations.

Within-method corpus triangulation involving inferential statistics can be
achieved in a corpus-based study when one (or more) descriptive statistical meas-
ures are combined with one (or more) inferential statistical measures. For exam-
ple, it is possible to use raw frequencies and combine these with the results from a
log-likelihood test (one descriptive and one inferential measure). Alternatively, it
is possible to have both raw and normalised frequencies and combine these with
the results obtained from a chi-square test and Cramer’s V (two descriptive and
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two inferential). This type of methodological triangulation is necessarily sequen-
tial, as descriptive statistics need to be produced before statistical significance tests
can be performed. In recent years, translation scholars have started making use
of inferential statistics in corpus-based studies (Bernardini 2011; Bisiada 2013;
Kruger 2012; Malamatidou 2016; Oakes 2012). In these studies, descriptive sta-
tistics, usually raw and normalised frequencies, are used in combination with one
statistical significance tests. Very few studies make use of two inferential statistical
methods in the same study (e.g. de Sutter et al. 2012; Ji and Oakes 2012). There
is a strong need for the use of more inferential statistics in the study of translation,
which will be combined both with descriptive and other inferential measures, as
well as with qualitative methods.

4.2 Between-method corpus triangulation

Between-method corpus triangulation refers to the combination of quantitative
and qualitative corpus analysis techniques in the study of the same corpus or set of
corpora. A typical example is the use of descriptive statistics for the examination
of the frequency of a specific linguistic feature in translated and non-translated
texts followed by a meticulous exploration of the specific—linguistic or other—
context in which this feature occurs. Analysing a corpus using quantitative meth-
ods helps researchers reach more objective conclusions, and make controlled
observations, based on a large number of authentic easily searchable data. Nev-
ertheless, quantitative methods do not take into consideration the context and
co-text of the situation where the phenomenon occurs, and they cannot be used
to analyse linguistic features in depth or contextualise texts (Kenny 2006). For
this, qualitative methods are needed, which offer “descriptive information about
the results that cannot be presented quantitatively” (Meyer 2002, p. 124). Quali-
tative methods rely to a large extent on the subjective interpretation of the cor-
pus analyst, a limitation which is addressed by quantitative analyses. It must also
be noted that the size and type of corpus affect the extent to which qualitative
analyses can be conducted with it (Evison 2010). Quantitative analyses, while
favouring large corpora, can be performed on a corpus of any size, whereas quali-
tative analyses work better with smaller corpora. Similarly, qualitative analyses
are more casily conducted with domain-specific corpora, where the domain is
clearly defined, and more information about the context is available. Thus, when
corpora of different genres or different languages are examined, between-method
corpus triangulation might be harder to achieve, because corpora in these cases
tend to belong to different domains, or the domain is conceptualised ditferently
in different languages.

This combination of research methodologies has already been used in corpus
linguistics (McCarthy 1998; O’Keeffe 2006), but also in the investigation of
a wide range of research questions in corpus-based translation studies, includ-
ing translation style (Huang 2015; Winters 2013), source language interference
(Becher 2009; Liao 2010), and patterning in translated texts (Dayrell 2004;
Marco 2013; Nilsson 2002; Williams 2009). These studies have relied on the
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examination of a corpus from both a quantitative perspective, relying mostly on
frequencies and a qualitative standpoint, relying on close readings of corpus tran-
scripts. However, it must be repeated here that existing corpus-based studies
employing a combination of quantitative and qualitative corpus methods do not
make any explicit reference to triangulation. Quite often, the combination of
methods is done ad hoc, and not in an integrated manner. If between-method tri-
angulation is to be successfully implemented, it needs to be clearly identified from
the outset of the project, and its motivation fully explained. In other words, it is
necessary that the benefits of each type of analysis be showcased, together with a
discussion of how their combination contributes towards a better understanding
of the phenomenon under investigation.

A distinguishing characteristic of corpus method triangulation is that one type
of methodological triangulation does not exclude the other. On the contrary,
corpus method triangulation can combine both within-method and between-
method triangulation. Although complex in nature, when corpus method trian-
gulation is achieved on both levels, corpus data can be examined in more depth.
The combination of between and within-method triangulation occurs when a
qualitative analysis is added to the methods employed to achieve within-method
triangulation. For instance, a study might employ descriptive statistics (e.g. nor-
malised frequencies) and inferential statistics (e.g. log-likelihood test) and also
analyse data qualitatively. The more methods combined, the better, and corpus
method triangulation is most successful when different types of triangulation are
used complementarily. However, the suitability for each of the combinations will
depend on the research aim of the project and the practical considerations sur-
rounding it. As a rule of thumb, two descriptive measures, together with a test
for statistical significance, should be considered the minimum when reporting
corpus results.

4.3 A note on display

Before we conclude our discussion of corpus method triangulation, it is impor-
tant to comment on the different means available for displaying corpus results.
Even though these cannot be considered as a method of analysis, nevertheless,
tables and graphs are valuable means which help researchers communicate infor-
mation to the reader. Frequency tables normally include both raw and normalised
frequencies, as well as some inferential statistics, if necessary. These tables are an
casy way of summarising corpus findings and allow for simple comparisons across
categories to be made. Graphs do not provide the same level of detail as tables,
but they are more powerful in visualising patterns, trends, and exceptions (Few
2012), as well as relationships between different variables (Mellinger and Hanson
2016).They should not replace the verbal description of the results, but rather
complement and support it. The most widely used graphs are bar charts and his-
tograms, while line scatter plots and box plots (or box-and-whisker plots) are also
used in corpus-based studies. For a more detailed account of a range of different
visualisation tools techniques, see Yau (2011).
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The aim of this brief note is to stress the integral part that display methods play
in corpus analysis. Their considerable descriptive potential should be harnessed
to drive the corpus-based study, irrespective of whether or not triangulation is
employed. When corpus data triangulation is employed, tables and graphs can be
particularly useful to demonstrate the results of the analysis of different corpora,
and identify convergence or divergence in the corpus data. Since corpus data
triangulation involves the analysis of various corpora, any way in which results
can be summarised and presented helps triangulation achieve its aim of gaining a
better understanding of the phenomenon under investigation.

4.4 Conclusion

Although the advantages of employing multiple methods are often recognised
in corpus-based translation studies, the emphasis is rarely on the combination
of quantitative methods. The model of corpus method triangulation developed
in this book stresses the importance of employing not only both qualitative and
quantitative methods of corpus analysis, but also combining different quantita-
tive methods, not least inferential statistics. It is rather surprising how a field of
study that focuses on examining large quantities of data has managed to disregard
inferential statistics for so long. Once achieved, corpus method triangulation,
irrespective of whether it is between-method or within-method, can significantly
increase the reliability of findings since corpus data have been scrutinised from
different perspectives. However, even if reliability is increased, researchers need
to be aware of the fact that quantitative methods can be unreliable with too
small or too large samples, while qualitative methods tend to rely on subjectivity.
While these limitations can be addressed by combining different methods, the
results need to be interpreted with caution, and, in particular, care must be taken
when attempting to generalise for a larger population. This chapter concludes the
theoretical part of the book presenting the corpus triangulation framework. The
following chapters constitute the empirical part, where the framework is applied
to two case studies, demonstrating its broad applicability.

Notes

1 For example, a study might be examining the use of a specific verb category (e.g.
motion verbs), and it might, thus, be more meaningful to compare its frequency
to that of all verbs in a corpus, rather than to the total number of words. Ensuring
that the right unit is employed allows for meaningful comparisons and facilitates
argumentation.

2 For instance, an absolute frequency of 1 out of 2 corresponds to a relative fre-
quency of 50 per cent which also corresponds to an absolute frequency of 100 out
of 200. The former is more likely to have arisen by chance than the latter; a fact that
is better captured by reporting the absolute frequency.

3 However, even if a result is not statistically significant and, thus, needs to be
ignored, “it may be useful as an indication of where to start doing further research”
(McEnery and Hardie 2012, p. 51).
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4 In cases where low frequencies are reported, it is also possible to use Fisher’s exact
test, which is very similar to the chi-square test.

5 For diachronic corpora, another useful effect size metric is percentage change,
which indicates the proportion of change between the normalised frequencies of
specific linguistic features (i.e. word) in two corpora, for example how much more
or less frequent a feature has become over the years.
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5 The language of
English—Russian
translation

Connectives

5.0 Introduction

This chapter will, together with Chapter 6, apply the triangulation framework
described earlier in the book to the study of the language of translation. More
specifically, the first case study presented in this book focuses on the pragmatic
factors affecting the use of connectives in translated texts. A corpus design which
facilitates data triangulation based on the VVA typology allows for the examina-
tion of a number of different factors that might affect the distribution of specific
linguistic features. At the same time, relying on methodological triangulation to
carry out the analysis allows to establish which of these factors are most strongly
affecting the use of these features. The chapter begins by outlining the rationale
for the case study and explaining why this specific linguistic feature has been cho-
sen. It then presents some general properties of connectives and focuses particu-
larly on their taxonomy. To provide a focused discussion and to facilitate analysis,
this case study explores only one type of connectives, namely adversative connec-
tives. The chapter continues by discussing properties (i.e. categories, problems of
identification and frequency) of adversative connectives in English and Russian,
examining previous studies that have investigated the use of connectives in these
languages. The aim is to reveal some of the most significant factors that affect
the use of connectives in both languages, which inform the research questions
that the case study will address. The factors studied are the genre to which a text
belongs (i.e. fiction, children’s fiction and non-fiction), the audience the text
addresses (adults vs. children), the existing linguistic conventions in the target
language, and influence from the source text.

5.1 Rationale

Connectives are considered to be optional linguistic units since their presence in
a text is not a necessary condition for the establishment of a link between two
word groups, clauses or sentences. Frequently, this relationship already exists,
and cohesion is achieved by “the making explicit of the way that the meaning
of one piece of the text relates to the meaning of another”(Christiansen 2011,
p. 163). As a result, both syndetic (overtly marked) and asyndetic (unmarked)
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constructions are possible. Consider the following asyndetic construction: Mark
didn’t go to work today. He is ill. In this case, there is a causal relationship between
the two clauses, which can be made explicit through the use of a causal connec-
tive, such as because. This optionality makes connectives a good candidate for
cross-linguistic examination, especially when mediation is involved in the form
of translation. It has been observed that connectives tend to be regularly added
or omitted by translators, and, unlike other linguistic features, this addition/
omission is easy to spot (Becher 2011b). Additionally, connectives lend them-
selves relatively easily to cross-linguistic analysis, since, at least as far as Indo-
European languages are concerned, there are similarities in the elements used to
create textually important links (Rudolph 1988), but also significant differences
in the way different languages use connectives (Halverson 2004). As a result,
these linguistic features are interesting objects of investigation for both practising
translators and translation scholars. Even though no study has ever focused on
the examination of the differences in the use of connectives in English and Rus-
sian, it is likely that some marked differences exist, given that English and Russian
belong to different linguistic families, and there are significant typological differ-
ences between them (e.g. morphology, sentence length, word order).

The importance of connectives is further evidenced by the number of linguistic
studies on their use in different languages (Degand and Fagard 2012; Olmos
and Ahern 2009; Pit 2007; Stukker and Sanders 2012; Zufferey 2012) and the
considerable space that grammar books dedicate to the use of connectives, at least
in English (Biber et al. 1999; Huddleston and Pullum 2002; Quirk et al. 1985).
Despite connectives being a rich and significant field of investigation, translation
studies has touched only very lightly on this topic. Existing studies either focus
on language acquisition cross-linguistically (Granger and Tyson 1996; Lamiroy
1994; Rudolph 1996) or analyse connectives to investigate more general transla-
tion phenomena, such as explicitation (Becher 2011a; Denturck 2012; Puurtinen
2004). Typically, these studies use a reciprocal corpus consisting of both trans-
lated and non-translated texts in two languages belonging to the same genre.
Even though reciprocal corpora are examples of corpus data triangulation, many
more combinations of corpora are possible, which are often ignored in trans-
lation studies (see Chapter 1). Without a clear framework, which would allow
researchers to approach this and similar topics from new perspectives, the already
limited research in the field is bound to remain constrained to the use of recipro-
cal corpora, which offer only a basic understanding of the phenomenon under
investigation.

The present case study aims to address this gap and increase our knowledge of
the cross-linguistic differences in the use of connectives, but also of the factors
that influence their distribution in mediated discourse. This, in turn, will reveal
some of the factors that might influence translation decisions and have an impact
on the nature of translated texts. As already mentioned, connectives are often
investigated in relation to explicitation in translation. However, we will not make
any attempt here to interpret the data using any of the explicitation hypotheses
available ? as it is a controversial topic in translation, which has generated a heated
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debate, with some studies pointing towards its existence (Chung-ling 2008; Olo-
han and Baker 2000; @Qveras 1998; Papai 2004 ), and others disproving it (Baum-
garten and Ozgetin 2008; Becher 2010; Hansen-Schirra et al. 2007; Puurtinen
2004). The aim of this case study is not to propose a new theory of explicitation
or try and validate existing ones—this would be a too ambitious goal given the
nature of this book and the space available. Rather, the aim is to gain a more
comprehensive understanding of the use of connectives in translation. Focusing
on this linguistic feature, which deserves to be examined in more detail, with-
out necessarily connecting it to wider translation phenomena, can increase our
understanding of both the nature of translated texts and that of the translation
activity more generally. This is not to say that corpus triangulation is not suitable
for the examination of possible explicitation phenomena. On the contrary, it is
perhaps with the help of such a comprehensive methodological framework that
we can reach a better understanding of this and similar controversial topics. This
is even more so if we consider that studies claiming to validate the Explicitation
Hypothesis (Blum-Kulka 1986) have been strongly criticised by Becher (2011a)
as biased by methodological problems.

5.2 General properties of connectives

Connectives perform an important cohesive and connective function (Halliday
and Hasan 1976) by marking connections between units of discourse and, as a
result, have been extensively studied. This has led to a large amount of variation
in terminology, and terms such as connective adjuncts (Huddleston and Pullum
2002), connectives (Finch 2000), Lnking adjuncts (Carter and McCarthy 20006),
and logical connectors (Celce-Murcia et al. 1999) have been used in English. In
this case study, the term comnectives is preferred as it is the most transparent
and highlights the function of these linguistic elements, which is to mark a link
between phrases, clauses or sentences. Connectives refer to all linguistic items
that can mark links in a text. For example, in English, these include conjunctions
(e.g. but, although), linking adverbials (e.g. however, then), prepositional phrases
(e.g. for that reason, in this case), and fixed expressions (e.g. that is to say, hav-
inyg said this). Connectives have a pragmatic function, which, according to Gotti
(2003, p. 107) “clarifies the purpose of the sentence that follows”. In other
words, the writer/speaker can control the way in which the reader/listener will
interpret the discourse. The fact that the speaker/writer has some control over
the discourse explains why connectives are considered optional elements and why
translators tend to add or delete them in translation. As mentioned earlier, a
pragmatic parameter which has been found to affect the use of connectives is that
of language (Halverson 2004 ), and connectives are considered language-specific
elements (Christiansen 2011). Also, it has been argued that connectives are used
differently in different genres, with certain specialised discourses, like legal texts
(Gotti 2003) favouring the use of specific connectives to avoid ambiguity.
Syntactically, connectives can be divided into coordinating and subordinating.
Coordinating connectives connect elements that have the same syntactic role, as
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in the example He is arrogant and doesn’t cave about bis friends. Here, the two
clauses can stand independently and even appear in reverse order. This is in con-
trast to subordinating connectives, where one element depends on the other, and
their order cannot be reversed, as in the example. He is arrogant but still cares
about his friends. Semantically, different scholars divide connectives into different
categories. For example, Halliday and Hasan (1976) divide connectives into five
categories: additive, adversative, causal, temporal and continuatives. Celce-Murcia
ct al. (1999) identity four categories by combining temporal and continuative
connectives to form the sequential category, while Biber et al. (1999) identify six
categories: enumeration and addition, summation, apposition, result/inference,
contrast/concession, and transition. In this case study, Halliday and Hasan’s
original model is employed, due to its general economy and comprehensive-
ness. According to this taxonomy, additive connectives (e.g. and, furthermore,
similarly) are relatively neutral and express a general addition to what has already
been said. Adversative connectives (e.g. but, in fact, instead) signal that the new
information will contradict the information already available, while causal con-
nectives (e.g. so, because, in this respect) signal that what is being added should
be interpreted as a consequence of what has already been said. Finally, temporal
connectives (e.g. then, soon, finally) signal that elements are connected in time.
Continuatives cannot be clearly assigned to any of these categories, but neverthe-
less, have a cohesive function. This category consists of miscellaneous items, such
as now and of course, which are relatively common in spoken discourse.

To facilitate analysis, this case study focuses only on connectives that can be
broadly mapped into the adversative category. These have been chosen over other
connectives because adversative relations are considered, together with additive
relations, more prototypical than causal or temporal (Christiansen 2011). Adver-
sative connectives also lend themselves more easily to corpus analysis, since they
are less vague than other connectives (Christiansen 2011). Halliday and Hasan
(1976) divide adversative connectives into adversative proper, dismissal, contras-
tive and corrective. However, certain adversative connectives can belong to two
or more categories simultaneously. For example, nevertheless can be either adver-
sative proper or dismissal, depending on the linguistic and extra-linguistic con-
text.* The importance of the extra-linguistic context makes it difficult to identify
the correct meaning, even if the limited linguistic context of concordance lines
is examined. For this reason, this case study focuses on the category of adversa-
tive connectives more generally, without making finer distinctions regarding the
clements that belong to this category. In the following two sections, we will
look at the specific properties of adversative connectives in English and Russian
respectively.

5.3 Adversative connectives in English

Due to their central role in discourse cohesion, connectives have received con-
siderable attention in English monolingual research, with the majority of studies
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focusing on the distribution of connectives in different registers (Lei 2012;
Zareva 2011) or time periods (Dorgeloh 2004; Konig 1985). While such stud-
ies examine a broad range of connectives, the discussion here will focus only on
adversative connectives.

5.3.1 Categories

Adversative connectives in English consist of conjunctions, linking adverbials,
prepositional phrases and fixed expressions. Conjunctions are tightly linked to
linking adverbials but are more limited in syntactic position. Linking adverbials
can “make semantic connections between spans of discourse of varying length”
(Biber et al. 1999, p. 558), whereas conjunctions can only make semantic con-
nections at or below clause level (Liu 2008).

The only coordinating adversative connective in English is the conjunction
but, while there are many more subordinating adversative connectives. How-
ever, existing grammar books and studies on connectives in English do not pro-
vide a comprehensive list of these. Typically, some representative examples are
provided, but overall different studies focus on different elements, with some
focusing mostly on linking adverbials (Peacock 2010), while others are analysing
conjunctions, linking adverbials and prepositional phrases (Liu 2008). Table 5.1
offers a summary of subordinating adversative connectives in English, created by
combining the material available in some of the most prominent grammar books,
as well as in relevant research articles in the field, together with information avail-
able in major monolingual dictionaries.

Tuble 5.1 Subordinating adversative connectives in English

Conjunctions Linking adverbinls Prepositional phrases Fixed expressions
albeit actually after all all the same
although admittedly as a matter of fact either way
only anyhow as against that even if
though anyway at any rate even so
whereas despite at the same time even though
while conversely in any case/event that may be
however in either case/event then again
nevertheless in fact to tell the truth
nonetheless in point of fact
notwithstanding in reality
rather in spite of
still in/by comparison
yet in/by contrast

of course
on the contrary
on the other hand
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5.3.2 Identification

While in the majority of cases connectives serve only an adversative function,
some of them can have additional functions. Consider the following sentences:

a) 1didn’t want to go, but I did.
b) He’s anything but nice.

c) It is but a piece of paper.

d) No more buts and ifs.

But acts as a coordinating adversative conjunction in sentence (a), whereas it is
a preposition expressing exclusion in sentence (b), similar to apart from. In sen-
tence (c), it acts as an adverb, while it is used as a noun in sentence (d).

Similarly, some of the conjunctions and linking adverbials might have addi-
tional connective functions, apart from adversative. For instance, while is used as
an adversative connective in sentence (¢) and as a temporal in sentence (f).

(e) While it started out as a threat, it’s since transformed into a promise.
(f) I waited while be was getting ready.

Additionally, some linking adverbials might act as adverbs without a linking func-
tion, such as sz, which can be used as an adversative connective (g) or as an
adverb (h).

(g) Still, it wasn’t all sweet talk.
(h) There’s still time.

In order to exclude instances of non-adversative use, corpus data is manually
refined, and only instances with a clear adversative function are included in the
analysis.

5.3.3 Distribution

Given the range of different approaches to the study of connectives, it is difficult
to make any generalisation or comparison of their frequency of use. However,
some conclusions can be drawn on the use of some categories of connectives
based on corpus findings. In the corpus examined by Biber et al. (1999), which
consists of conversation, fiction, academic prose and news, the conjunction but
was found to be used with a frequency of approximately 5,000 pmw (per million
words), while adversative linking adverbials occurred with a frequency of approxi-
mately 1,000 pmw. Liu (2008), who analysed five genres in the British National
Corpus (BNC), reports a frequency of approximately 2,000 pmw for adversative
linking adverbials, which is higher to what Biber et al. (1999) have found in their
corpus. This discrepancy can be explained by the fact that Biber et al. analysed
only the three most frequent adversative linking adverbials, namely, however, nev-
ertheless, yet, while Liu conducted a much more thorough analysis of 30 items.
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Examining different genres in more detail, the conjunction but has been
reported to be more frequent in spoken discourse (7,000 pmw) and fiction
(5,000 pmw), and least frequent in academic prose (2,000 pmw), while subor-
dinating connectives such as though, in contrast, however are used with approxi-
mately the same frequency in spoken discourse, fiction and academic prose
(approximately 2,000 pmw), and much less frequently in news (approximately
1,000 pmw) (Biber et al. 1999). In the BNC, Liu (2008) has found that adver-
sative linking adverbials are most frequent in academic texts (3,000 pmw), and
least frequent in news (1,500 pmw), with fiction and conversation somewhere in
between (2,000 pmw). Business textbooks have also been found to make rela-
tively high use of adversative linking adverbials (1,400 pmw), while humanities
textbooks use these more rarely (800 pmw). Engineering, natural sciences and
social sciences textbooks stand in the middle with approximately 1,000 pmw
(Biber 20006). Finally, Peacock (2010) reports a higher use of adversative linking
adverbials (3,000 pmw) in research articles belonging to the humanities (from
the fields of economics, linguistics, management and psychology), compared to
those belonging to the hard sciences (chemistry, computer science, material sci-
ence and neuroscience) (2,500 pmw). From the discussion so far, it is clear that
adversative connectives are a frequent linguistic feature, a fact that underlines
their important cohesive function in English, but it is in more specialised dis-
course, such as academic writing, that they seem to play a more significant role
as cohesive devices. The use of connectives appears to be tightly linked with the
communicative function of each genre, but also with the audience it addresses
(e.g. compare humanities textbooks and humanities research articles).

5.4 Adversative connectives in Russian

As in English, connectives are instrumental in providing cohesion in both spoken
and written discourse in Russian (Simmons 1981). According to Shvedova et al.
(1980), they are auxiliary linguistic items, which help establish links between
phrases, clauses and sentences, and their role is to make these links explicit. How-
ever, studies examining Russian connectives differ from respective studies of English
connectives both in volume and focus. Most studies on Russian connectives focus
on the specific uses of certain conjunctions, their particularities and distribution
(Jasinskaja and Zeevat 2008; Kapatsinski 2009; Uryson 2000), rather than on
capturing a more holistic view of the phenomenon. In that respect, it can be said
that studies on Russian connectives are interested in their micro properties, rather
than their macro properties. Nevertheless, it is possible to make some useful
generalisations, which allow Russian and English connectives to be meaningfully
compared.

5.4.1 Categories

Adversative connectives in Russian are a much more controversial topic com-
pared to English connectives, and there is still little agreement as to how exactly
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different linguistic categories might perform a connective function, what distin-
guishes conjunctions from other words or phrases with a connective function
and how the various categories are to be labelled (Beloshapkova 1977; Ledenev
1988; Orlov and Cheremisina 1980; Priyatkina 1977; Rogozhnikova 1983; Ser-
ebryanaya 1970). Studies report that the category of connectives in Russian is
populated by conjunctions, particles, adverbs, modals, adverb-modal hybrids and
fixed expressions, with some linguistic items, like 2, being reported as both con-
junctions and particles, blending into a category of conjunction-particles. While
the nature of adversative connectives in Russian is worth examining in detail, the
aim, as well as the available space, of this chapter, do not allow for a more in-
depth investigation. Since a distinction between the different linguistic categories
serving a connective function is outside the scope of this case study, no distinc-
tion is made between these, and the generic term connectives is used.

The lack of extensive studies on the general properties of Russian connec-
tives creates a significant gap in their categorisation. Contrary to English where
existing taxonomies are perhaps one too many, in Russian there is no clear tax-
onomy of adversative connectives. Thus, it is not possible to argue whether Rus-
sian shares the same subcategories of adversative proper, dismissal, contrastive
and corrective connectives. Adversative connectives in Russian are discussed as
a single group, and any distinction between them can only be made based on
their meaning (i.e. dictionary definition), which tends to be unreliable, as it does
not take into account the range of different factors affecting their use. Another
problem is that, even if such a categorisation existed, it would most likely not
map directly onto the one available in English. For this reason, in addition to the
reasons explained in Section 5.2, the focus in this case study is on the category of
adversative connectives more generally.

As in English, adversative connectives in Russian can be divided into coordi-
nating and subordinating. Regarding coordination, Russian makes use of four
connectives, namely a, da, no and odnako. Thus, many more options are avail-
able in Russian for coordination compared to English, where the only option is
but. Regarding subordination, Russian makes use of the linguistic items listed in
Table 5.2.* If we compare the number of subordinating connectives available in
Russian to that available in English, it is clear that English makes use of a larger
number of connectives belonging to this category compared to Russian (i.c. 43 in
English and 34 in Russian). It is interesting to examine whether the greater num-
ber of coordinating connectives in Russian and the larger number of subordinat-
ing conjunctions in English means that coordination is employed more frequently
in Russian, while subordination more frequently in English (see Chapter 6).

It might be assumed by looking at the table that many synonymous connec-
tives are available in Russian, particularly with the meaning of 4ut. In reality,
there are subtle differences in meaning and use between these connectives, and
the choice of adversative connectives in Russian is affected by “semantic, syntac-
tic, and stylistic factors” (Kapatsinski 2009, p. 170). For example, while &zt in
English serves a number of uses, namely (a) denial of expectation (Lakoff 1971),
(b) argumentative (Anscombre and Ducrot 1977), and (c) semantic opposition
(Lakoff 1971) or formal contrast (Malchukov 2004), in Russian, the first two
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functions can be served by 7o, whereas the third only by # (Jasinskaja and Zeevat
2008). The aim of the present case study is not to identify translation equivalents
for each of the connectives, but rather to gain an understanding of their distribu-
tion, as well as the factors affecting it. For this reason, the English equivalents
provided serve only as a guide regarding meaning.

5.4.2 Identification

When it comes to identifying adversative connectives, the most acute problem
is that presented by 2 (Jasinskaja and Zeevat 2008; Jasinskaja and Zeevat 2009;
Uryson 2000), which is a polysemous connective sometimes having the meaning
of but, as in sentence (i), and sometimes that of and, as in sentence (j). Thus,
a can be used as both an additive and an adversative connective. Similarly, da is
polysemous and can be used as both an adversative and an additive connective
(Kapatsinski 2009), and it can also be used as an interjection meaning yes.

(i) Csepxy Bpozne KOpOUYKa, a BHYTPH MSTKOC.
(It seems to have a crust on the top, but inside it’s soft.)
(j) Huxro He B Kypce, a KTO B Kypce, TOT HE CKa)eT.
(Nobody knows, and those who do will not say it.)

Apart from connectives with multiple meanings, some linguistic items can be
treated as both connectives and particles. For instance, khotya can be used as an
adversative connective (k) or as a particle meaning at least (1).

(k) Hemymika torna yxe Ha 6GaOyiike ObLT )KEHAT, XOTs JeTeH ele He ObLIO.

(Grandpa was then already married to grandma, even though they didn’t have
children yet.)

(1) Cwnermbre X0Ts1 KyCOUCK.
(Have at least a little piece.)

Very similar to this is kbot’, which in addition to the above can also be used as
a particle meaning for example (m).

(m) Bo3bMHTE XOTB 3Ty CTpaHy.
(Take for example this country.)

Finally, pust’ can be used both as an adversative connective, as in sentence (n),
and as a particle forming the imperative similar to the English ez, as in sentence (o).

(n) IIycTh MHp HECOBEPLICHEH M Thl HE B COCTOSHMM €r0 HCIPAaBUTb, HO ThI
MOXKEITHLOTBEYATh CaM 3a ceO0sl.

(Even though the world isn’t perfect and you are not in a position to make it
right, but you can answer for yourself.)

(o) IlyeTh mpuuer K IIECTH.
(Let him come at six.)
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To distinguish when a linguistic item is used as an adversative connective and
when not, corpus data are manually refined, and the immediate linguistic context
is consulted. Only instances where it is clear that the linguistic item under ques-
tion serves an adversative connective function are included in the analysis.

5.4.3 Distribution

Detailed corpus-based studies, which would offer quantitative data on the dis-
tribution of connectives both in the language in general, as well as in specific
genres, are not available in Russian. However, there are some studies available on
the distribution of individual connectives, which might serve as guides for com-
parisons. Regarding coordination, the most common connective is claimed to be
no, followed by odnako and da (Kapatsinski 2009). Odnako seems to be preferred
in written discourse and often associated with formality (Lekant et al. 1982).
Conversely, da tends to be related to colloquial discourse (Krilova 1980; Kru-
chinina 1988; Shvedova et al. 1980), but even in spoken discourse it is “highly
infrequent” (Kapatsinski 2009, p. 168), and »o is preferred.

Regarding subordination, khotya is considered to be the most frequently used
connective (Chernikova 2007), with the second place occupied by nesmotrya na.
In terms of genres, khotya has been found to be particularly widespread, whereas
nesmotrya na is preferred in academic prose and news, that is, genres where it is
necessary to explicitly mark the relationship between clauses (Chernikova 2007).
Other connectives that have been reported to be more prevalent in specialised
written discourse are nevziraya na, as well as vopreki. On the other hand, the con-
nectives khot’, darvom chto, pust’ and puskay are associated with spoken discourse
(Chernikova 2007), and are, thus, rather infrequent in written discourse. As a
result, they are also more common in fiction, especially in dialogue. It must be
noted that since detailed quantitative data on the frequency of each connective
are not available, it is not possible to quantify how much more or less frequent a
certain connective is compared to others.

To conclude, direct comparisons with English cannot be made, at least
regarding frequency, since quantitative data on Russian connectives, as well as
cross-linguistic studies between Russian and English connectives, are not avail-
able. However, there is sufficient evidence to suggest that, as in English, the use
of adversative connectives in Russian depends on the communicative function
of each genre, as well as on its audience. In that respect, there is no reason to
assume that the distribution of connectives in Russian is homogenous across
genres. Rather, it is expected that certain genres will make higher use of adver-
sative connectives in general, as well as have a strong preference for specific
connectives. At the same time, while the communicative function and audience
of specific genres is expected to be similar across languages, different languages
are expected to exhibit different preferences in their use of connectives, follow-
ing observations made by Christiansen (2011). It is these differences that this
case study aims to investigate, not only in monolingual discourse, but also in
translation.
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5.5 Factors affecting the use of adversative connectives

As already mentioned, previous studies examining connectives in translation
employ reciprocal corpora, mainly focusing on the language direction as a pos-
sible factor affecting the distribution of connectives. Using reciprocal corpora, it
is also possible to examine the influence of the source text and that of the exist-
ing conventions in the target language. However, studies employing reciprocal
corpora seem to assume that the two languages under investigation will differ in
their use of connectives. While this might be true in the majority of cases, it is
preferable to begin by first addressing the question of whether corpus evidence
suggests that there is a difference between the two languages. If the answer to
this question is positive, it is then reasonable, for example, to examine the pos-
sible influence of the source texts. If the answer is negative, however, different
factors might need to be considered. In other words, examining first monolingual
production in two (or more) languages helps delimit which factors need to be
further investigated. This integrated approach, where one stage of analysis leads
to the next, can only be achieved if a data triangulation technique is employed,
suggesting that the examination of this and similar linguistic phenomena can
significantly benefit from triangulation.

An additional factor that can be examined in relation to the distribution of con-
nectives is the genre to which a text belongs. The discussion of connectives in English
and Russian demonstrates that, as far as monolingual production is concerned,
there is a stark contrast between fiction and academic prose not only in the overall
frequency of connectives, but also in the distribution of specific adversative connec-
tives. It is worth investigating whether a similar contrast can be found in translation.
However, when examining the specific context of English—Russian translation, it
becomes clear that the availability of translated academic prose is rather limited, and
not readily available. By contrast, non-fiction (mostly in the form of current affairs,
politics, history, and popular science), which bears some similarities to academic
prose, is frequently translated from English into Russian and circulates widely in
Russia. Focusing on fiction and non-fiction, instead of academic prose, offers an
additional advantage. Although the topics presented in fiction and non-fiction are
very different, as well as the style of writing, and other aspects of the texts, the audi-
ence is quite similar, that is, the general public. This allows for a clear examination
of the extent to which the subject matter, but not necessarily the audience, might
affect linguistic conventions in translated texts. At the same time, while existing
monolingual research has examined in some detail written discourse addressed to
adults, there is no indication as to how the use of adversative connectives might
be affected when the recipients of the discourse are children. Existing research in
children’s fiction demonstrates that it exhibits significant differences from fiction
for adults both regarding language and narrative elements (e.g. plot, characters)
(McDowell 1973; Nikolajeva 2002; Sunderland 2012), and it can be expected that
the use of adversative connectives might also differ.

Thus, the three genres identified here (fiction, children’s fiction and non-fiction)
allow for a rigorous examination of the extent to which the subject matter and
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the audience affect the use of adversative connectives in translation. Fiction
addresses a general adult audience, favours narration and description (Rimmon-
Kenan 2002), and is highly creative (Hague 2003). Children’s fiction addresses
primarily children, and although it shares some similarities with fiction for adults,
the language employed is child oriented, and there is a much more extensive
use of creativity and fantasy, while dialogue tends to be favoured (McDowell
1973). Non-fiction addresses an adult audience wanting to find out more about
a specialised subject. It favours argumentation and uses a more impersonal style
compared to fiction (Buss and Karnowski 2002). Thus, fiction and children’s
fiction address similar subject matters, but different audiences, while fiction and
non-fiction deal with different subject matters, but address a similar audience.

Based on the above, at least five factors might be expected to affect the use
of adversative connectives in translated texts: (a) the language direction, (b) the
influence of the source text, (c) existing conventions in the target language, (d)
the genre to which a text belongs and (e) the audience a text addresses. Due to
practical limitations, that is availability of data, it is not possible to study all these
factors in a single case study focusing on English—Russian. Specifically, it is not
possible to create a reciprocal corpus of English and Russian texts consisting of
different genres and addressing different audiences. Although different genres are
translated into Russian, when examining the reverse direction, that is Russian into
English, the majority of translations consists of fiction for adults. To take into
account the maximum number of factors, and include those factors that also affect
the use of adversative connectives in monolingual production, language direction
is not examined in this case study. Thus, any conclusion reached in this case study
is only valid regarding translation from English into Russian and not vice versa.

Based on the discussion above, it is possible to expand the broad research aim,
which has been mentioned at the beginning of this chapter (i.e. the examination
of the pragmatic factors affecting the use of connectives in translated texts), into
a set of more specific research questions:

1) Are adversative connectives distributed differently in English and Rus-
sian non-translated texts belonging to different genres (fiction, non-
fiction, children’s fiction)?

2) Does the genre (fiction, non-fiction, children’s fiction) to which a text
belongs and the audience (adults vs. children) to which a text is addressed
have an impact on the use of adversative connectives in translation?

3) How is the use of adversative connectives in translation compared to
that in non-translated texts?

4) What role do source texts play?

As already explained, the first research question aims at scoping out whether it is
meaningful to distinguish between the influence of non-translated texts in the target
language and source texts. If the answer to the first research question suggests that
there are differences, then the last question will also be addressed. In the opposite
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scenario, the role of the source texts will not be examined. It should be stressed here
that, since different genres are examined, it is possible that the role of the source
texts will need to be considered for some genres, but not for others. The second
question aims at addressing the genre and audience factors, while the third ques-
tion examines whether we might be in a position to talk about a translation-specific
language. The way in which the research questions interact is a first indication that
data will be analysed in an integrated manner, which is an essential condition for
triangulation. It also implies that sequential corpus data triangulation will need to be
employed, as the analysis of one type of data is a prerequisite for the rest. Apart from
corpus data triangulation, corpus method triangulation needs to be used, as it is
necessary to identify meaningful, that is, statistically significant, differences, and also
measure how big or small these are. The analysis focuses on the overall frequency
of adversative connectives and the variation of their distribution, but also on the
syntactic properties of these connectives, namely the differences in the distribution
between coordinating and subordinating connectives.

5.6 Conclusion

The aim of this chapter has been to set the background for the case study of the
factors affecting the distribution of adversative connectives in English-Russian
translation. The close examination of previous studies on the topic in translation
studies, as well as of the properties of adversative connectives in the two languages,
has provided a definition of what is to be considered an adversative connective
in this case study and has informed the research context and the specific research
questions. We identified genre as a more interesting factor to investigate com-
pared to the language direction since genre-related issues have acquired growing
prominence in studies of connectives, at least in English. It is somewhat surpris-
ing that existing research on connectives in translation has not touched upon
the issue, with only Mauranen (2000) comparing their distribution between two
different genres. By employing a corpus triangulation framework, this case study
aims to address this gap and inspire more similar studies in the future.

Notes

1 The only exception to this is Mauaranen’s (2000) study on the use of multi-word
strings (including text-internal connectors), where reciprocal corpora belonging
to two different genres, namely academic science and popular science, are used to
reveal differences based on genre. However, Mauaranen is interested in testing the
hypothesis that cultural prestige in academic texts might determine translation deci-
sions, rather than in specifically examining the factors that affect the distribution
of these linguistic features in translated texts.

2 Readers interested in finding out more about the most recent argument regarding
explicitation, and the idea of translation universals related to it, are encouraged to
read Mauranen and Kujamiki (2004 ), Becher (2011a) and Murtisari (2014).

3 Similarly, the Russian connective 70 can have either an adversative proper meaning
or a corrective one.

4 Tt must be noted that this list, as well as the list in Table 5.1, although detailed, is
not exhaustive.
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6 Corpus triangulation
in the study of connectives

6.0 Introduction

This chapter explains the corpus data and method triangulation approach adopted
for the examination of the factors related to the use of adversatives connectives
in English—Russian translation. It begins by examining issues of corpus design
and explains how corpus data triangulation is achieved by combining texts in dif-
ferent corpus configurations. It then presents a detailed account of the methods
of analysis used in this case study and how these are combined to achieve cor-
pus method triangulation. Finally, the results obtained from the corpus analysis
are reported. It is only through multiple corpus triangulation (both data and
method) that it is possible to examine how different factors, identified in Chap-
ter 5, interact to form the language of translation used in various Russian genres.
On the one hand, corpus data triangulation establishes which subcorpus needs
to be examined during each stage of analysis. On the other hand, corpus method
triangulation establishes the role played by each factor.

6.1 Corpus design

Data employed in this case study consist only of published books to facilitate
corpus collection and increase comparability. The focus is on contemporary,
twenty-first century, English and Russian written discourse, namely the years
2000-2015. This is mainly because translation into Russian is less likely to be
ideologically censored and manipulated (Sherry 2010) after the fall of the Soviet
Union and the end of the Cold War in 1991, removing an additional factor that
might be responsible for specific linguistic preferences in translation. Addition-
ally, electronic versions of books, which allow corpus researchers to avoid the
laborious and time-consuming task of scanning from paper, have become readily
available in more recent years. Making sure that all books (both English and Rus-
sian) have been published during the same time span makes the corpora directly
comparable, avoiding cases where an English book has been translated into Rus-
sian a couple of decades after the publication of the English original. Based on the
above and the research questions identified in the previous chapter, the corpus
analysed for the purposes of this case study consists of the following nine com-
ponents (Table 6.1).



Corpus triangulntion 95

Table 6.1 Corpus components

Fiction Children’s Fiction Non-fiction
non-translated English books X X X
non-translated Russian books X X X
translated Russian books X X X

Different factors inform the size of the corpus. Books belonging to the genres
of fiction, children’s fiction and non-fiction can be lengthy, which facilitates the
creation of a large corpus. A larger corpus is also necessary in this case if data
from different authors and translators are to be captured. However, as already
explained in the previous chapter, the nature of the linguistic phenomenon under
investigation, that is connectives, requires close readings of the linguistic context,
and manual refinement of concordance lines, which limit the corpus size. Taking
all these into consideration, as well as the focus on specific genres, each of the
nine corpus components is 1 million words, resulting in a 9-million-word corpus,
which is a medium size for a corpus, according to Gavioli (2005).!

The corpus components described earlier are combined in different ways to
create four smaller subcorpora which can be analysed separately to address the
research questions identified in the previous chapter (Table 6.2).

Corpus data triangulation is achieved by combining texts in different corpus
configurations based on the VVA typology. Firstly, by combining attributes from
the text variable: fiction, children’s fiction and non-fiction. Secondly, values from
the corpus type variable are combined: comparable and parallel. Practically, there
is a combination of two types of comparable corpora (one of non-translated texts
in different languages, and one of translated and non-translated texts in the same
language) and one type of parallel corpus. It is also possible to talk about a com-
bination of values (both monolingual and bilingual comparable corpora) and
attributes (both Russian and English non-translated texts) from the languages
variable. Similarly, there is a further combination from the text variable (trans-
lated and non-translated texts). However, these combinations are tied to corpus
type and, although important in achieving triangulation, are secondary here. This
combination of corpora allows for detailed comparisons, as well as a close exami-
nation of how different factors might interact regarding the use of adversative
connectives.

Corpus data triangulation is sequential, rather than simultancous, as the results
obtained from the analysis of one corpus inform which corpus needs to be exam-
ined next. Subcorpus A is examined to establish whether adversative connectives
are used differently in Russian and English texts (Research Question 1). The sub-
corpus focuses on three genres, which are analysed separately, as it is possible that
differences between the two languages might be observed in one genre, but not
others. Subcorpus B is examined to establish whether the genre to which a text
belongs, and the audience it addresses affect the use of adversative connectives
in translation (Research Questions 2 and 3). It consists of three components,
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Tuable 6.2 Corpus compilation

Subcorpus

Components

A.

B.

C.

D.

a comparable, bilingual (English-

Russian), synchronic (2000-2015)
subcorpus of non-translated

texts (from the genres of fiction,
children’s fiction and non-fiction)

a comparable, monolingual (Russian),

synchronic (2000-2015) subcorpus
of translated texts (from the genres
of fiction, children’s fiction, and
non-fiction)

a comparable, monolingual (Russian),

synchronic (2000-2015) subcorpus
of translated and non-translated
texts (from the genres of fiction,
children’s fiction and non-fiction)

a parallel, bilingual (English-Russian),

synchronic (2000-2015) subcorpus
(from the genres of fiction,
children’s fiction and non-fiction)

non-translated English fiction
books published in 2000-2015
non-translated Russian fiction
books published in 2000-2015
non-translated English children’s
books published in 2000-2015
non-translated Russian children’s
books published in 2000-2015
non-translated English non-fiction
books published in 2000-2015
non-translated Russian non-fiction
books published in 2000-2015
translated Russian fiction books
published in 2000-2015
translated Russian children’s books
published in 2000-2015
translated Russian non-fiction
books published in 2000-2015
non-translated Russian fiction
books published in 2000-2015
translated Russian fiction books
published in 20002015
non-translated English children’s
books published in 2000-2015
translated Russian children’s books
published in 2000-2015
non-translated Russian non-fiction
books published in 2000-2015
translated Russian non-fiction
books published in 2000-2015
non-translated English fiction
books published in 2000-2015
translated Russian fiction books
published in 2000-2015
non-translated English children’s
books published in 2000-2015
translated Russian children’s books
published in 2000-2015
non-translated English non-fiction
books published in 2000-2015
translated Russian non-fiction
books published in 2000-2015

cach focusing on texts belonging to a different genre, and results from each
component are compared. Subcorpus C is examined to establish the influence
of target linguistic conventions, and the possibility of a translation-specific lan-
guage, focusing on the three different genres (Research Question 4). Finally,
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subcorpus D is used to investigate the role of the source texts, examining each
genre separately (Research Question 5). It is worth repeating here that only if
the answer to the first research question suggests that there are differences, then
the last question will also be addressed. In other words, subcorpus D is examined
only if significant differences between Russian and English texts are observed in
subcorpus A.

There is, of course, some overlap, and two subcorpora might share the same
texts. For example, some of the components of the comparable monolingual
Russian subcorpus of translated texts are also included in the comparable mono-
lingual Russian subcorpus of non-translated texts, and in the parallel bilingual
corpus. This overlap is evidence of corpus triangulation, and an indication that
the approach adopted is integrated. Overall, the translated texts from the three
different genres in Russian are compared with non-translated texts from the same
genres, as well as the English source texts. Additionally, non-translated texts in
Russian are compared to respective English texts (Figure 6.1).

Diversity is achieved in the corpora by including books belonging to differ-
ent subcategories of ecach genre and selecting different authors and translators.
For example, regarding non-fiction, books discussing business, history, psychol-
ogy, science and environment, among others, are included, making sure that a
range of different topics is covered. The same is true about the fiction corpus,
where thrillers, historical novels, science fiction and romantic novels are included.
Similarly, children’s fiction consists of children’s, as well young adult novels, fol-
lowing Knowles and Malmbkjaer’s (1996) definition of children’s literature, and
books belonging to fiction, horror, adventure and fantasy are included. Regard-
ing authors and translators, attention is paid not to add the same person twice, as
individual styles might affect the use of adversative connectives. Issues of currency

Non-translated English source
Russian fiction texts (fiction)

Translated Russian
fiction

Non-translated
Russian children’s
fiction

Non-translated
Russian non-fiction

Translated Russian Translated Russian ‘
children’s fiction non-fiction

English source
texts (children’s
fiction)

English source
texts non-fiction

Figure 6.1 Schematic representation of corpus data triangulation
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and influentialness have also been taken into consideration when designing the
corpus for this study, especially for fiction and children’s fiction, and an attempt
was made to include as many top selling books as possible. For this, bestseller
lists have been consulted, as well as rankings in sites such as www.goodreads.
com. Finally, the corpus components for each genre are not internally balanced
regarding the number of books, with fiction consisting of nine books for both
translated and non-translated texts, children’s fiction of 14 translated books, and
16 non-translated, and non-fiction of nine non-translated and 13 translated
books. Individual books included in the same genre components are also differ-
ent is terms of size. A detailed list of the books included in each corpus compo-
nent can be found in Appendix 1.

6.2 Corpus analysis

Since a relatively large number of adversative connectives is available in each lan-
guage, with some of these connectives having multiple functions, we will limit the
analysis to a specific number of adversative connectives for each language, whose
distribution corresponds to at least 90 per cent of the total number of adversa-
tive connectives. To identify these, corpus components belonging to the same
language need to be combined, creating a large Russian subcorpus, and a smaller
English subcorpus. Then, each of these subcorpora is searched for the adversative
connectives listed in Sections 5.3 and 5.4 to establish their relative frequency in
cach language irrespective of genre. The software selected for the analysis of the
corpus data is Wordsmith Tools 7.0. In particular, the Concord Tool is used to
generate concordances based on word searches. A sampling technique is used
(Sinclair 1999) for polysemous adversative connectives, which consists of select-
ing 30 random concordance lines and identifying adversative connectives in these,
then selecting a different 30 concordance lines and so on until the proportion of
adversative connectives out of the total number of concordance lines examined
does not change with further selections of concordance lines. This sampling tech-
nique offers a close approximation of the total number of adversative connec-
tives in the corpus. Once the list of adversative connectives with their respective
approximate frequencies is completed, their proportions are calculated. Finally,
the connectives, whose combined frequencies correspond to at least 90 per cent
of the total number of adversative connectives, are identified (Table 6.3). This
approach makes the corpus analysis more manageable, and provides more focused
and detailed corpus results, without compromising on the reliability of the con-
clusions. Once all instances of connectives are captured, detailed tables are cre-
ated, where the frequency of each connective in each corpus component and each
book is documented. In total, nine such tables are created, one for each unique
corpus component, which allow for the comparison across these.

Corpus method triangulation, which is sequential, is achieved by combin-
ing three types of descriptive statistics (raw frequencies, normalised frequencies
and standard deviation) and three types of inferential statistics, (statistical sig-
nificance, Bayes Factor and effect size). In other words, it is achieved though
within-method triangulation. Where relevant, data are presented visually through
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Table 6.3 Adversative connectives in Russian and English examined in this case study

Russian English

Connective Frequency Connective Frequency
1. Ho (no) 35,644 but 19,797
2. A (a) 6,310 though 1,882
3. Onnaxo (odnako) 3,554 although 814
4. Xots (khotya) 3,338 however 617
5. Ha camoM jerne (na samom dele) 1,265 instead 610
6. Bce Taku (vse taki) 1,235 still 603
7. Bupouewm (vprochem) 1,130 anyway 546
8. HEeCcMOTps Ha (nesmotrya na) 931 yet 561
9. 3arto (zato) 824

10. Bce ke (vse zhe) 817
Total 55,048 25,430

tables and graphs. Although it is generally considered good practice to combine
quantitative and qualitative methods (especially in a book about triangulation),
qualitative methods are not used here. The reason for this is to demonstrate to
the readers the strengths of quantitative analyses, and to stress the fact that quan-
titative methods, especially inferential statistics, can help reach valid conclusions
if used appropriately, thus highlighting their interpretive power, which is often
ignored in corpus-based translation studies.

The descriptive measures employed include both raw and normalised frequen-
cies, as well as standard deviation to measure dispersion across corpus compo-
nents. The ratio of occurrence of adversative connectives is calculated by dividing
the raw frequency of these linguistic items by the total number of words in
cach corpus component, similar to the approach followed by Milton and Tsang
(1993), and Liu (2008). Bolton et al. argue that a word-based calculation is “fun-
damentally flawed” (2002, p. 172) because connectives mostly operate on the
sentential level or beyond that. However, connectives might also link non-finite,
dependent clauses (Chen 2006; Lei 2012), and pilot studies conducted with the
corpus created for this case study indicate that it is typical for adversative connec-
tives, especially subordinating ones, to connect elements below sentence level.
Normalised frequencies, which allow comparisons across corpus components to
be made, are calculated based on the ratio of occurrence per 100,000 words, fol-
lowing Granger and Tyson (1996). Numbers are rounded to the closest whole
number, to avoid meaningless references to proportions of connectives.

Regarding inferential statistics, statistical significance is calculated using the
log-likelihood test, while effect size is measured using percentage difference
(%DIFF). Statistical significance is important because it helps ascertain whether
the differences observed in the frequencies are not the result of coincidence,
while percentage difference measures how large the differences are. Bayes Factor
(BIC) is also calculated to measure the probability that a difference in frequency
is due to chance. The null hypothesis (H,) is that any differences observed in the
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subcorpora are due to chance. The alternate hypothesis (H,) is that the difference
found can be attributed to a factor other than chance (e.g. influence for the source
text or target language linguistic conventions). %DIFF and BIC are used only if
results from the log-likelihood test indicate that differences are statistically signifi-
cant, and thus there is indication that the H can be refuted. The use of inferential
statistics helps measure which of the factors identified (genre, audience, target
linguistic conventions, source language influence) serves the most important role.
It is worth repeating here that while genre and audience are addressed as part of
the same research question, they can be understood as separate factors, with genre
referring to fiction, children’s fiction and non-fiction and audience referring to
adults and children. Thus, two genres might address the same audience but focus
on different subject matters (fiction, non-fiction), or they might focus on a similar
subject matter but address different audiences (fiction, children’s fiction).

This case study makes use of multiple triangulation by employing both corpus
data and corpus method triangulation. Corpus data triangulation establishes the
different stages of analysis and dictates which subcorpus will be examined at each
stage, while the actual comparison is achieved through corpus method triangula-
tion. The stages of analysis are listed below. The analysis focuses on the overall
frequency of the adversative connectives listed in Table 6.3 and the variation
of their distribution, but also on the syntactic properties of these connectives,
namely the differences in the distribution between coordinating and subordi-
nating connectives in each of the corpus components. Coordinating adversative
connectives are but for English and o, 2 and odnako tor Russian. All other adver-
sative connectives in Table 6.3 are subordinating.

1 The examination of whether adversative connectives are distributed differ-
ently in English and Russian non-translated texts across different genres

2 The examination of whether adversative connectives are distributed
differently across three translated genres in Russian

3 The investigation of whether any observed differences might be related
to the linguistic preferences found in respective non-translated Russian
genres

4 The investigation of whether any observed differences might be traced
back to the English source texts

The final stage is included only if the results from the first stage suggest that
there are significant differences between English and Russian in their use of
adversative connectives. Each stage of analysis corresponds to the analysis of each
of the subcorpora described in Section 6.1. A unique aspect of the corpus analy-
sis, which is further evidence of the integrated approach adopted, is that the first
two stages of analysis mainly generate corpus results and examine the distribution
of connectives in each corpus component, while the other two stages of analysis
mostly compare the results generated during the first two stages of analysis.
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6.3 Corpus results

0.3.1 Linguistic prefevences

The first stage of analysis involves the examination of the comparable, bilingual
(English—Russian), synchronic (2000-2015) subcorpus of non-translated texts.
Each of the components corresponding to fiction, children’s fiction and non-
fiction in English is compared to the respective component in Russian. The aim
of this stage is to examine whether adversative connectives are used differently in
the two languages in each of the three genres, which will guide the next stages
of the analysis. The analysis of each of the six components reveals that there are
differences in the distribution of adversative connectives in Russian and English
texts for all three genres, with Russian texts showing a stronger preference for this
linguistic feature compared to English texts (Table 6.4).

The three genres examined here can be ranked differently based on their pref-
erence for adversative connectives in Russian and English. While writers of Rus-
sian non-fiction demonstrate the strongest preference for adversative connectives,
closely followed by writers of children’s fiction, in English, the strongest prefer-
ence is found in children’s fiction, while the weakest in non-fiction. It is also
evident that Russian writers make an overall higher use of adversative connectives
across genres compared to English, without significant differences across genres,
while in English, children’s fiction clearly stands out from the other two genres.

Regarding fiction, adversative connectives are more frequent in Russian than in
English texts (870 vs 667 per 100,000 words).? Statistical analysis reveals that this
difference is significant (p < 0.0001), and there is very strong evidence against the
H, (BIC = 280.31), although the effect size is small (30.4 per cent). Variation
is also higher in Russian texts (SD = 185) than in English ones (SD = 153), but

Table 6.4 Distribution of adversative connectives in non-translated English and
Russian texts

Raw Frequency Normalised SD
Frequency
(100,000 words)
Non-translated English 8,081,/1,211,879 667 153
fiction
Non-translated Russian 8,678,/997,997 870 185
fiction
Non-translated English 10,023,/1,194,751 839 125
children’s fiction
Non-translated Russian 9,271,/1,006,072 922 207
children’s fiction
Non-translated English 7,337 /1,181,655 621 111
non-fiction
Non-translated Russian 9,405,/1,009,780 931 211

non-fiction
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the difference is not particularly large in this case. A similar pattern is observed in
children’s fiction. Adversative connectives are employed slightly more frequently
in Russian than in English texts (922 vs 839 per 100,000 words). While the
statistical analysis suggests that this difference is significant (p < 0.00001) and
that there is strong evidence against the H, (BIC = 27.79), effect size indicates
that the difference is very small (8.96 per cent). As in fiction, a higher variation
is observed in Russian (SD = 207) than English (SD = 125) texts. In this case,
the difference in the variation is considerably larger than that reported for fic-
tion. Finally, a similar pattern is found in non-fiction with Russian texts showing
a stronger preference for adversative connectives than English (931 vs 621 per
100,000 words). This distribution is statistically significant (p < 0.0001), and
there is very strong evidence against the H (BIC = 669.85), while the effect size
is similar to that found for fiction (33.4 per cent). A large variation is observed
in Russian texts (SD = 211), while a considerably smaller one for English texts
(SD =111).

Figure 6.2 summarises the distribution of adversative connectives in each
genre. As can be seen, Russian adversative connectives appear higher and also
slightly further away from the line of best fit, which goes roughly through the
middle of all the points, compared to English. This means that more variation
is observed in Russian texts compared to English across all genres, which is also
supported by the figures for standard deviation.

Based on the comparison of connectives in English and Russian in Chapter 5, it
might be expected that while coordination is likely to be more frequent than sub-
ordination in both languages, English texts will make less frequent use of coordi-
nation, but more frequent use of subordination compared to Russian texts since
more subordinating and fewer coordinating adversative connectives have been
identified in English compared to Russian. Coordinating adversative connectives
are found to be more common than subordinating adversative connectives in
both languages across all genres, and in all cases, the difference is statistically
significant, with very strong evidence against the H, and a very large effect size.®
However, coordination is more frequent in Russian texts compared to English
only in the genres of fiction and non-fiction, while Russian writers have been
found to make more frequent use of subordinating adversative connectives com-
pared to English in all three genres (Table 6.5).

Coordinating adversative connectives are less frequent in English than in Rus-
sian texts belonging to fiction (543 vs 600 per 100,000 words). A bigger differ-
ence is observed in non-fiction, where 439 coordinating adversative connectives
are identified in English and 549 in Russian. The difference is statistically signifi-
cant only in the case of non-fiction (p < 0.0001), and there is also very strong evi-
dence against the H (BIC = 226.74), although the effect size is not particularly
large (44.28 per cent). The reverse pattern is observed in children’s fiction, where
coordination is more frequent in English than in Russian texts (667 vs 656 per
100,000 words). The difference is very small and statistical analysis confirms that
it is not significant (p > 0.05)—thus, we cannot exclude the possibility that it has
arisen by chance.
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Tuable 6.5 Distribution of coordinating and subordinating adversative connectives in
non-translated English and Russian texts

Coordinating Subordinating
Raw Normalised ~ Raw Normalised
Frequency Frequency Frequency Frequency
(100,000 (100,000
words) words)
Non-translated English 6,577/ 543 1,504/ 124
fiction 1,211879 1,211879
Non-translated Russian 7,233/ 600 1,445/ 270
fiction 997,997 997,997
Non-translated English 8,038/ 677 1,940/ 162
children’s fiction 1,194,751 1,194,751
Non-translated Russian 7,751/ 656 1,520/ 266
children’s fiction 1,006,072 1,006,072
Non-translated English 5,182/ 439 2,155/ 182
non-fiction 1,181,653 1,181,653
Non-translated Russian 7,948/ 599 1,457/ 332
non-fiction 1,009,780 1,009,780

Subordinating adversative connectives are less frequent in English than
in Russian fiction (124 vs 270 per 100,000 words). A smaller difference is
found in children’s fiction—English 162 and Russian 266 per 100,000 words.
The biggest difference is observed between English and Russian non-fiction
(182 vs 332). However, it is only in non-fiction that the difference is found
to be both statistically significant, and there is sufficient evidence against the
H, (< 0.0001, BIC = 33.71), although the effect size is small (26.39 per cent).
Thus, the hypothesis that Russian texts make more frequent use of coordina-
tion than English texts can only be partially supported for the genre of non-
fiction. The hypothesis that English texts might show a clearer preference for
subordination compared to Russian cannot be supported, since English and Rus-
sian writers have been found to use subordination with a similar frequency, except
for non-fiction where it is more frequent in Russian than English texts.

Example 6.1 illustrates the high use of coordination in Russian non-fiction,
taken from the socio-political book IIpoexm Poccusa (Project Russia) where the
highest proportion of coordination is observed, that is 7o, a, odnako represent
93.73 per cent of adversative connectives used in the book. In contrast, in the
English non-fiction historical book Gulag: A History, but represents only 52.6 per
cent of all adversative connectives used in the book. In this book, subordination
(most notably the use of although which represents 18.4 per cent of all connec-
tives) is preferred (Example 6.2).

The comparison of non-translated texts in English and Russian demonstrates
that there are significant differences between the two languages in the way writers
employ adversative connectives, not only in the overall frequency of connectives,
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Example 6.1

Ho mopa moHsATb, 4TO ecnu OOJEH BeCh OPTraHW3M, OSCCMBICICHHO JIEUUTH
pyky. Ecnu kamaer ¢ moTosika, Hajo OOpOThCS HE C JIyKei Ha Moy, a ¢
JIBIPKOH B KpbImie. YTOOBI CllacTH TOHYIIEE CyIHO, HY)KHO BCE CHIIBI OPOCHTH
Ha 3ajesbIBaHre NpoOouHbl. Ecimu crmacath oTnenbHBIE KAalOTHI, YTOHYT BCE.
JlelicTBHE HMMEET CMBICH, €CIM OHO CKOOPAMHHPOBAHO C OOIIMM IUIAHOM.
JeiictBue paau neiictBusi OeccmbicieHHO. CerofiHs TOHET BEChb MHUp, HO T
B3SITh JIFOZICH, CHOCOOHBIX 03aJauuThCs MPOOIeMoil Takoro maciiraba? Kro
CEerofHs XOTs ObI B MBICISIX MOXKET 033/1a4UTHCSI HE TONBKO CHACEHHEM CBOEH
CTpaHbl, HO U BCETO MUpa’

(source: ITpoexm Poccus)

[back translation ]

But it is time to understand that if the whole body is sick, it is useless to
treat the hands. Ifit’s dripping from the ceiling, one shouldn’t focus on the
puddle on the floor, but on the hole in the roof. To save the sinking ship,
you need to throw all the forces to fixing holes. If you save individual cab-
ins, everyone drowns. The action makes sense if it is coordinated with the
general plan. Action for action’s sake is pointless. Today the whole world is
sinking, but where to find people capable of dealing with a problem of this
magnitude? Who today would ever deal not only with the salvation of the
country, but of the whole world?

Example 6.2

Yet although they lasted as long as the Soviet Union itself, and although
many millions of people passed through them, the true history of the Soviet
Union’s concentration camps was, until recently, not at all well known. By
some measures, it is still not known. Even the bare facts recited above,
although by now familiar to most Western scholars of Soviet history, have
not filtered into Western popular consciousness. “Human knowledge,”
once wrote Pierre Rigoulot, the French historian of communism, “doesn’t
accumulate like the bricks of a wall, which grows regularly, according to
the work of the mason. Its development, but also its stagnation or retreat,
depends on the social, cultural and political framework.”

(source: Gulay: A History)
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but also in terms of variation and some syntactic preferences regarding coordination
and subordination in non-fiction. Even though these differences tend to be small,
as demonstrated by the small effect size, there is sufficient evidence to suggest that
they are not due to chance. Based on these findings, it is necessary to examine the
influence of the source texts across all genres for the overall frequency of adversative
connectives, but only regarding non-fiction for the syntactic patterning.

0.3.2 Genve differvences

Before we study the influence of the target linguistic conventions and that of the
source texts, it is necessary to investigate whether and to what extent there are
differences in the use of adversative connectives in translated Russian texts across
genres. For this, the comparable, monolingual (Russian), synchronic (2000-
2015) subcorpus of translated texts (from the genres of fiction, children’s fiction
and non-fiction) is analysed. The aim is to examine whether genre and audience
are parameters affecting the distribution of adversative connectives in translated
texts. Results suggest that there are significant differences in the distribution of
adversative connectives across genres (Table 6.6).

Different genres seem to employ adversative connectives with a different
frequency, suggesting a correlation between genre and use of adversative con-
nectives in translation, but the differences across genres are small (Figure 6.3).
Children’s fiction shows the strongest preference for adversative connectives
(1,060 per 100,000 words), while non-fiction the lowest (792). Fiction stands
somewhere between (889) the other two genres. Since fiction stands between the
other two genres, we can compare the frequency of adversative connectives found
in children’s fiction and non-fiction to that found in fiction. This will also help
demonstrate differences more clearly than conducting a statistical analysis across
all three genres simultaneously. The difference between children’s fiction and
fiction is statistically significant (p < 0.0001), and there is very strong evidence
against the H, (BIC = 137.44), but the effect size is very small (16.11 per cent).
Similarly, the difference between non-fiction and fiction is statistically significant
£ <0.0001), and there is very strong evidence against the H (BIC = 41.13), but
the effect size is again very small (12.22 per cent).

Regarding variation, the highest standard deviation is observed in the fiction
component (SD = 184), closely followed by children’s fiction (SD = 164), while
the lowest is found in the non-fiction component (SD = 114). The differences

Table 6.6 Distribution of adversative connectives in translated Russian texts

Raw Frequency Normalised SD
Frequency
(100,000 words)
Translated Russian fiction 8,978,/1,009,715 889 184
Translated Russian children’s fiction 10,811,/1,009,996 1,060 164

Translated Russian non-fiction 7,805,/985,075 792 114
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Figure 6.3 Graphic representation of the distribution of adversative connectives in
translated Russian texts (per 100,000 words)

in the variation between fiction, children’s fiction and non-fiction might be
explained by the fact that fiction, irrespective of the audience, allows for much
more creativity, compared to non-fiction, where linguistic conventions are likely
to be more established. It will be possible to examine some reasons behind this
variation when we compare translated texts to respective non-translated texts, as
well as their English source texts.

Regarding syntactic properties, there is a clear preference for coordinating
over subordinating adversative connectives across all genres (Table 6.7). The
strongest preference for coordinating over subordinating adversative connectives
is observed in children’s fiction (805 per 100,000 words), while the lowest in
non-fiction (566). Fiction stands between the other two genres (672). Thus,
the results from the analysis of the syntactic properties of adversative connectives
confirm those obtained from the analysis of the overall frequency of this linguistic
feature regarding the ranking of genres. This preference for coordinating over
subordinating adversative connectives is statistically significant for all three gen-
res (p < 0.0001), with very strong evidence against the H; (BIC = 4,420.16 for
fiction, BIC = 4,728.80 for children’s fiction, BIC = 2,933.64 for non-fiction).
A large effect size is observed across all three genres, with the strongest in fiction
(409.92 per cent), and the smallest in non-fiction (293.05 per cent). Children’s
fiction stands between the other two genres (350.74 per cent).

It is perhaps to be expected that children’s fiction employs adversative con-
nections more frequently than fiction for adults, as younger readers require rela-
tionships between words and clauses to be signalled more clearly. However, it
is somewhat surprising that non-fiction makes relatively low use of adversative
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Tuable 6.7 Distribution of coordinating and subordinating adversative connectives in
Russian translated texts

Coordination Subordination
Raw Normalised Raw Normalised
Frequency  Frequency Frequency  Frequency
(100,000 words) (100,000 words)
Translated Russian 7,506/ 672 1,472/ 217
fiction 1,009,715 1,009,715
Translated Russian 8,848/ 805 1,963/ 255
children’s fiction 1,009,996 1,009,996
Translated Russian 6,222/ 566 1,583/ 227
non-fiction 985,075 985,075

connectives, as it is largely based on argumentation, and links between ideas need
to be clearly marked, leading to the main point that the author wants to make.
Similarly, it might be expected that children’s fiction would strongly favour coor-
dination since subordination might be considered as a more elaborate linguistic
phenomenon, while children’s fiction prefers simpler forms of argumentation
compared to fiction for adults and non-fiction. For example, in the children’s fic-
tion component, the Russian translation of Percy Jackson and the Lightning Thief
(Example 6.3) exhibits a very high proportion of coordination, namely 87.2 per

Example 6.3

Jagaii, [lepcu!—mnponsurensbHo 3aBonuia AHHAOeT, Talia MEHs 3a 3aIsCThe. —
Ho sto . . . —SI 3Ha10! —BBIKpUKHYJIa OHa. —MecTOo, KOTOpOe ThI BUJEI BO
cue! Ho I'poyBep cBanutcs, ecinu Mbl He yaep>xuM ero! Pasymeercs, ona Obuia
npasa. becrokoiicTBo 3a ['poyBepa 3acTaBuIIO MEHSI CHOBA JIBUHYTHCS BIIEPE/.
Catup NpOH3UTENIFHO KpUYaJ, HEIUIsUICS 3a 3eMIII0, BIIMBAsCh B HEE HOI'TSAMH,
HO KpbUIaTble Ty(uiM MOATACKUBAJIM €ro Bce ONMKe K sMe, U ObUIO OueHb
COMHUTEJBHO, YTO MBI ITOJI0CIIEEM BOBpPEMSI.

(source: ITepcu [locexcon u IToxumumens Monnuil)

[back translation ]

Come on, Percy! —Annabeth screamed piercingly, pulling me by the wrist.

But. ..

I know! she cried. —A place you saw in a dream! But Grover will fall if
we don’t keep him! Of course, she was right. Concern for Grover made me
move forward again. Satyr screamed, clung to the ground, digging with his
nails, but the winged shoes dragged him closer to the hole, and it was very
doubtful that we would make it in time.
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Example 6.4

XoTsl TOopHbIC CHEra M IMOJ3E€MHbIC BOJbI, Ha NEPBBIN B3NNIAL, UMEIOT Majo
0011ero, Ha CaMOM JieJie OHH CBSI3aHBI.

(source: Konianc: nouemy oonu obwecmea eviocusarom, a opyaue ymupaion)

Although mountain snow and underground water, at first glance, have
little in common, actually they are related.

cent. It is likely that coordinating English connectives are translated as coordinat-
ing connectives in Russian, but this relation will be examined in more detail in
section 6.3.4. Similarly, non-fiction favours more elaborate means of expression
and argumentation, which would explain why fewer coordinating adversative
connectives were found in non-fiction texts compared to the other two genres.
Example 6.4, which is an excerpt from the translation of Collapse: How Societies
Choose to Fail or Succeed, illustrates the use of subordinating adversative connec-
tives in Russian translated non-fiction. In this book 26.03 per cent of all adversa-
tive connectives are subordinating,

The analysis so far indicates that there are important differences across the
three genres in translation concerning the overall frequency of adversative con-
nectives, the degree of variation and the syntactic preferences. Even though dif-
ferences are often small, there is clear and strong evidence that these are not due
to chance. This is an indication that the type of publication, whether it is fiction
or non-fiction, but also the target audience to which it is addressed, affect the
way in which translators employ adversative connectives. In certain cases (e.g.
variation), the subject matter appears to be responsible for the differences, and
thus non-fiction stands out from the other two genres. In other cases (e.g. overall
frequency), it is the audience that seems to be the main reason behind the differ-
ences, and thus children’s fiction stands out from the other two genres. However,
other parameters might also play a role, such as linguistic conventions found in
respective target texts and source texts. These parameters are discussed in the
following sections.

0.3.3 The role of tavget linguistic conventions

In the third stage of analysis, the focus is on the comparable, monolingual (Rus-
sian), synchronic (2000-2015) subcorpus of translated and non-translated texts
(from the genres of fiction, children’s fiction and non-fiction). The aim of the
analysis is to reveal whether non-translated texts might have played a role in
the distribution of adversative connectives observed in translation. The analysis
reveals some interesting similarities and differences between non-translated and
translated texts (Table 6.8).
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Table 6.8 Distribution of adversative connectives in non-translated and translated
Russian texts

Raw Frequency Normalised SD

Frequency

(100,000

words)
Non-translated Russian fiction 8,978,/1,009,715 870 185
Translated Russian fiction 8,678 /997,997 889 184
Non-translated Russian children’s fiction 10,081,/1,009,996 922 211
Translated Russian children’s fiction 9,271/1,006,072 1,060 164
Non-translated Russian non-fiction 9,045,/1,009,780 931 207
Translated Russian non-fiction 7,805 /985,075 792 114

In non-translated Russian texts, the strongest preference for adversative con-
nectives is found in non-fiction, and the weakest in fiction, while in translated
texts, children’s fiction shows the strongest preference for adversative connec-
tives, and non-fiction the lowest. The difference in the distribution of adversative
connectives is quite small across non-translated genres, ranging from 870 to 931
connectives per 100,000 words, while the range is much wider in translated texts,
that is between 792 and 1,060 connectives per 100,000 words (Figure 6.4). This
simple comparison is preliminary indication that there are some important dif-
ferences between translated and non-translated texts. It has been argued in the
previous section that the relatively low frequency of adversative connectives in
translated non-fiction is somewhat surprising. Evidence from the non-translated
non-fiction component further supports this, since Russian writers seem to make
extensive use of adversative connectives to convey their ideas.

Adversative connectives are used with approximately the same frequency in
both translated and non-translated texts belonging to fiction (870 vs 889 per
100,000 words). The small difference in favour of translated fiction is not statisti-
cally significant (p > 0.05), and we can, thus, not exclude the possibility that it
might have arisen by chance. The degree of variation in the translated and non-
translated fiction components is also very similar (SD = 184 for translation and
SD = 185 for non-translation). Unlike fiction for adults, differences are observed
between translated and non-translated children’s fiction. Translated texts show a
stronger preference for adversative connectives compared to non-translated texts
(1,060 vs 922). This difference is statistically significant (p < 0.0001), and there
is very strong evidence against the H (BIC = 97.79), but the effect size is very
small (13.91 per cent). Greater variation is observed in non-translated children’s
fiction (SD = 207) compared to translated texts (SD = 164). This variation is also
larger compared to that observed for texts belonging to fiction.

The reversed pattern is observed in texts belonging to non-fiction: a stronger
preference for adversative connectives is observed in non-translated texts than
translated ones (931 vs 792 per 100,000 words). This difference is statis-
tically significant (p < 0.0001), and there is very strong evidence against the
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H, (BIC = 97.47). However, the effect size is very small (17.55 per cent), but
larger than that observed in texts belonging to children’s fiction. Considerably
greater variation is observed in translated texts (SD = 237) compared to non-
translated ones (SD = 114). It can be argued that translators of non-fiction texts
employ adversative connectives less frequently than Russian writers of such texts,
but, at the same time, there is significant variation across translators. Overall, the
biggest difference between translated and non-translated texts in the frequency
of adversative connectives is found in non-fiction, while the smaller in fiction.
Similarly, the largest degree of variation is observed in non-fiction, while the
smallest in fiction.

Even though differences in syntactic preferences between English and Rus-
sian have only been observed in non-fiction, it is necessary to examine all three
genres when examining the role of target linguistic conventions. This is because,
if differences are observed, it will be an indication that some factor other than
the influence of the target language is behind the use of coordination and subor-
dination in translated texts, such as audience considerations. The corpus analysis
suggests that while coordination is employed more frequently in translated texts,
subordination is more frequently used in non-translated texts (Table 6.9).

Coordinating adversative connectives are employed more frequently in trans-
lated texts for both fiction and children’s fiction compared to non-translated
texts (672 vs 600 and 805 vs 656 per 100,000 words respectively). The differ-
ence is statistically significant only in the case of children’s fiction (p < 0.0001),
and there is strong evidence against the H (BIC = 5.48), but the eftect size is
very small (12.06 per cent). The opposite pattern is observed in non-fiction,

Table 6.9 Distribution of coordinating and subordinating adversative connectives in
Russian translated texts

Coordination Subordination
Raw Normalised Raw Normalised
Frequency Frequency Frequency Frequency
(100,000 (100,000
words) words)
Non-translated 7,233/ 600 1,445/ 270
Russian fiction 997,997 997,997
Translated Russian 7,506/ 672 1,472/ 217
fiction 1,009,715 1,009,715
Non-translated 7,751/ 656 1,520/ 266
Russian children’s 1,006,072 1,006,072
fiction
Translated Russian 8,848/ 805 1,963/ 255
children’s fiction 1,009,996 1,009,996
Non-translated 7,948/ 599 1,457/ 332
Russian non-fiction 1,009,780 1,009,780
Translated Russian 6,222/ 566 1,583/ 227

non-fiction 985,075 985,075
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with coordinating adversative connectives being more frequent in non-translated
than translated texts (599 vs 566). The difference is statistically significant (p <
0.0001), there is very strong evidence against the H (BIC = 155.68), and the
effect size, although small (24.62 per cent), is larger than that observed for chil-
dren’s fiction, suggesting that the difference in the case of non-fiction is slightly
more marked compared to children’s fiction.

Conversely, subordinating adversative connectives are employed more fre-
quently in non-translated texts compared to translated ones across all three
genres: fiction (270 vs 217), children’s fiction (266 vs 255) and non-fiction
(332 vs 227). The difference is statistically significant only in the case of chil-
dren’s fiction (p < 0.00001) and non-fiction (p < 0.01). However, it is only in
the case of children’s fiction that there is also very strong evidence against the
H, (BIC = 40.27), even though the effect size is small (22.27 per cent). In the
case of non-fiction, there is positive evidence in favour of the H (BIC = -5.7),
and the effect size is very small (10.21 per cent). Thus, the only genre in which
it can be argued that target linguistic conventions have played a critical role in
the use of adversative connectives is fiction. In the case of children’s fiction, it is
clear that translators seem to be more willing to depart from target preferences, at
least as far as the syntactic properties of adversative connectives are concerned. It
should be noted however that this departure is minor, as suggested by the small
percentage difference. Results are inconclusive regarding non-fiction.

The comparison between translated and non-translated texts reveals that,
although the language combination and direction of translation are kept the
same, different patterns are observed across different genres, to such an extent
that it is not possible to try and make any generalisations about translated texts
from Russian into English. As far as fiction for adults is concerned, translators
employ adversative connectives with the same frequency as Russian writers and
thus seem to be influenced by the linguistic conventions found in non-translated
Russian fiction. There is also very similar variation in the fiction components,
and potential influence has been observed regarding coordination and subordi-
nation. On the contrary, in children’s fiction, translators systematically employ
adversative connectives with a higher frequency compared to Russian children’s
writers, and non-translated children’s fiction seems to exert little influence on
respective translated texts. There are also clear differences regarding syntactic
preferences between translated and non-translated texts belonging to this genre.
Finally, translators of non-fiction employ adversative connectives less frequently,
make lower use of coordination, and there is a particularly clear difference regard-
ing variation compared to Russian writers of such texts. Thus, it is only in the
case of fiction that influence from target linguistic conventions is observed. To
understand the differences better, it is necessary to examine the English source
texts to see whether they might have also exerted some influence.

0.3.4 The role of source texts

The final stage of analysis involves the examination of the parallel, bilingual (English—
Russian), synchronic (2000-2015) subcorpus (from the genres of fiction, children’s
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fiction and non-fiction) to investigate whether the English source texts might
have played a role in the distribution of adversative connectives in Russian trans-
lated texts. The role of the source texts is examined as a separate factor for the
overall frequency of adversative connectives across all genres since differences in
the distribution of adversative connectives have been identified between non-
translated Russian and English texts for all of these during the first stage of analy-
sis. However, it is only examined in relation to non-fiction regarding syntactic
preferences, since this is the only genre where differences between English and
Russian texts have been observed during the first stage of analysis. The analysis
indicates that English source texts make considerably lower use of adversative
connectives compared to Russian target texts (Table 6.10).

In all three genres, adversative connectives are used more frequently in trans-
lated Russian texts compared to their English source texts: fiction (889 vs 667),
children’s fiction (1,060 vs 839) and non-fiction (792 vs 621) (Figure 6.5). Sta-
tistical analyses suggest that the differences are significant for all three genres.*
Regarding variation, a slightly higher variation is observed for translated fiction
(SD = 184) compared to the English source texts (SD = 153), a higher variation
is observed for translated children’s fiction (SD = 164) compared to the English
source texts (SD = 125), while it is approximately the same for both the Russian
translated texts (SD = 114) and their English source texts (SD = 111).

To further illustrate this, Fast Food Nation is the English title in the non-fiction
subcorpus with the lowest proportion of adversative connectives (392 per
100,000 words), while The Swerve: How the World Became Modern has the high-
est proportion of these (840 per 100,000 words). It is the translations of these
titles that also demonstrate the lowest and highest proportion of adversative con-
nectives respectively in the Russian non-fiction subcorpus. Thus, there is evidence
to suggest that the variation observed in the translated non-fiction subcorpus can
be justified by the influence from the English source texts. No similar pattern
can be found in fiction and children’s fiction. Example 6.5, which is taken from

Table 6.10 Distribution of adversative connectives in English source texts and trans-
lated Russian texts

Raw Frequency Normalised SD
Frequency
(100,000
words)
Non-translated English fiction 8,081,/1,211,879 667 153
Translated Russian fiction 8,978,/1,009,715 889 184
Non-translated English 10,023,/1,194,751 839 125
children’s fiction
Translated Russian children’s 10,811,/1,009,996 1,060 164
fiction
Non-translated English 7,337 /1,181,655 621 111

non-fiction
Translated Russian non-fiction 7,805,/985,075 792 114
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Example 6.5

I’m telling you, I don’t think it was the Shax. I think the Shax was pursuing
her—hunting her down for something, or someone, else.

(source: Clockwork Angel)

CkasaJ Beib, 370 He makc! Bo3aMoXKHO, I/1e-TO OHa U CTOJIKHYJIACH C LIIAKCOM,
OT KOTOPOTO IOMbITa/Iach yoekarb. MOXKET ObITh, IEMOH JaXKe [OTHACS 3a
Heil. Ho Bot yOumio ee 4to-To Jipyroe.

(source: Mexanuueckuii aneen)

[back translation ]

I told you, it’s not the Shax! It is possible that she faced the Shax some-
where, from which she tried to escape. It might be that the demon chased
her. But something else killed her.

the children’s fiction component, illustrates how translators often add adversative
connectives in the target text, to mark the connections between sentences. Notice
also the amount of other information that the translator adds. This provides evi-
dence that audience considerations significantly affect the use of adversative con-
nectives in children’s fiction.

The subcorpus analysis also indicates that both coordination and subordina-
tion are employed more frequently in Russian translated non-fiction compared
to the English source texts. In particular, coordinating adversative connectives
are employed more frequently in Russian translated non-fiction than the English
source texts (566 vs 439 per 100,000 words).® The difference is statistically signif-
icant (p < 0.0001), and there is very strong evidence against H, (BIC = 363.88),
but the effect size is small (30.57 per cent). As far as coordination is concerned,
English source texts do not seem to exert any influence on translated texts.

A slightly different pattern is found regarding subordination. Subordination is
more frequent in translated texts than source texts (277 vs 182).6 The difference is
statistically significant (p < 0.001). However, there is not sufficient evidence against
the H, (BIC = 0.10), suggesting that, even though there is a statistically significant
difference, this is not particularly strong. At the same time, the effect size is very
small (13.49 per cent). Unlike coordination, some influence might be exerted from
English source texts on translated non-fiction, although quantitative data are not
conclusive. This might be attributed to fact that translators often translate English
subordinating connectives into Russian coordinating ones (Example 6.6).

Overall, the subcorpus analysis in this section suggests that the use of adver-
sative connectives in translated Russian texts can be attributed to some extent
to the influence from English source texts in the case of non-fiction, as far the
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Example 6.6

Though perhaps there ought to be a box for people to check, or not check,
on their body donor form: Okay to use me for cosmetic purposes.

(source: Stiff: The Curious Lives of Human Cadavers)

OaHaKo, BO3MOXHO, CIICIOBAIIO OBl IIPEIararh JOHOPAaM 3aoiHATE rpady:
CormaceH (WM HE COIVIACCH) HCIIOJB30BAThCS B KOCMETHYCCKHMX LICIISX.
(source: Kadaep. Kax meno nocie cmepmu cys’cum Hayke)

[back translation ]
But, perhaps, donors should be offered a box to check: I agree (or disa-
gree) to be used for cosmetic purposes.

variation in corpora and the distribution of subordination are concerned, but
not in the case of fiction and children’s fiction. Linking this finding to findings
from previous stages of analysis, it is clear that the use of adversative connectives
in translation is affected not only by an interplay of factors, but that these factors
affect different aspects of their use (i.e. overall frequency, variation, syntactic pref-
erences). In the remainder of this chapter, the results from the different stages of
analysis are combined and discussed in more detail.

6.4 Discussion

The aim of this case study has been to examine the factors affecting the use of
adversative connectives in translated Russian texts across three genres, namely
fiction, children’s fiction and non-fiction. Before we summarise results, it must
be stressed that any differences reported are rather small, as evidenced by the
small effect size, which is what makes them particularly difficult to capture. Based
on the analysis of the three genres, it is possible to examine the use of adversa-
tive connectives for different subject matters (fiction and non-fiction), and audi-
ences (adults and children). A multiple corpus triangulation approach has been
adopted, where triangulation occurred both through data triangulation, and
within-method (quantitative) triangulation. Results suggest that different factors
can be identified, which affect different genres to a different degree and level.
These factors are (a) influence from existing target language linguistic conven-
tions, that is, the linguistic preferences found in non-translated texts; (b) source
language interference, that is, influence from the English texts; and (c) other
factors related to the particularities of each genre, such as audience. Thus, it is
not possible to talk about a single factor affecting the use of this specific linguistic
feature in translation or about a more general translation-specific language. This
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could explain why previous studies on the use of connectives in translation have
produced contradicting evidence as to the existence of explicitation phenomena
(see Section 5.1).

Translated Russian fiction is very close to non-translated fiction in the same
language, and there is clear and strong evidence suggesting there is significant
influence from existing linguistic conventions found in non-translated Russian
fiction. This is supported by results from the overall frequency of adversative
connectives, the analysis of variation across individual titles, and the examination
of syntactic preferences.

Regarding children’s fiction, translated Russian texts make a much higher use
of adversative connectives than both non-translated Russian and English chil-
dren’s fiction. This could be considered an indication that there is something
particular about the translation of this genre that might have encouraged this
significantly higher use of adversative connectives. What differentiates this genre
from the other two is the age group of the readers. Thus, it is argued here that
considerations of comprehensibility more generally have preoccupied translators,
who wanted to create more accessible texts for children in particular, which is also
supported by Chung-ling (2008). Translators are aware of their audience, and
they adjust their translation techniques accordingly. This is also supported by the
results obtained from the analysis of syntactic patterns, at least regarding coor-
dination. In term of variation, translated children’s fiction stands between non-
translated Russian texts and English source texts, suggesting that the linguistic
conventions found in both the source texts and non-translated texts in the same
language might have exercised some influence. Overall, audience considerations
seem to have played the most prominent role in the distribution of connectives
in translations of this genre.

Finally, regarding non-fiction, translated texts seem to be somewhere in
between Russian non-translated texts and English source texts, suggesting that
some influence from both source language and Russian non-translated language
might have been exerted, as far as the overall frequency of adversative connectives
and the distribution of coordination is concerned. Results from the analysis of
variation across corpora, however, provide support for the possible influence from
the source texts, since the same variation is observed between translated texts and
their source texts. Also, there is some indication of the possible influence from
English source texts in the analysis of subordination, even though results are
inconclusive. That translated non-fiction is affected to some extent by English
linguistic conventions might be explained by the fact that non-fiction appears
to be much more established in English-speaking countries, with some books
becoming international bestsellers, while the same cannot be said for Russian
non-fiction, which has a much smaller market. Thus, the prestige of these English
bestsellers might be the reason why Russian titles show some similarities to English
titles. In other words, cultural prestige might determine translation decisions,
similar to what has been found by Mauranen (2000) for scientific writing.

Had corpus triangulation techniques not been employed, it would not have
been possible to examine the way in which these different factors interact to form
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the language of translation used in various Russian genres. On the one hand,
the use of a large number of corpus components, which allow for the combina-
tion of different values, variables and attributes has facilitated the investigation
of different factors, while the use of different quantitative methods has revealed
meaningful patterns and has helped identify the exact role played by each of
these factors. The corpus results from each stage interact, cross-fertilize ideas
and provide insights. This is also evident from the fact that the first two stages of
analysis focus more on generating corpus results, while the other two stages on
comparing and contrasting these results. Each stage provides a partial answer to
the research question, while it is only by combining the results from all four that
a clear conclusion can be reached.

6.5 Conclusion

The corpus data triangulation employed in this case study allowed for meaning-
tul comparisons to be made across different types of texts, in an effort to acquire
a comprehensive understanding of the phenomenon of adversative connectives
and how these are employed in translation. It has been found that a complex
interplay of factors affects the use of adversative connectives in Russian transla-
tion from English, and these can be related to the influence from existing target
language linguistic conventions, the source language interference, and audience,
or other genre-specific, considerations. This is not the first time that corpora
consisting of different types of texts are combined in the investigation of similar
phenomena. However, this is the first time that this is conducted in a systematic
and integrated way, taking into consideration different factors. Moreover, the
corpus method triangulation and the use of descriptive and inferential statistics
allowed for results to be confirmed, or contradicted, thus increasing the confi-
dence of the conclusions, and offering a complete account of the phenomenon
under investigation. It should be stressed that, while the focus is on English
and Russian adversative connectives, the corpus design and methods employed
can be adjusted to the study of the linguistic and discursive properties of a wide
range of linguistic phenomena related to the investigation of the language of
translation.

Notes

1 Since only full texts are included, and Russian translations tend to be shorter
than English source texts, some of the corpus components consisting of Russian
translated texts are slightly smaller than 1 million words, while those consisting of
English source texts are slightly larger. This inconsistency does not affect the com-
parability of corpus data, as both raw and normalised frequencies are employed.

2 For brevity and clarity of argumentation, only normalised frequencies are reported
in the discussion. For raw frequencies, readers should consult the detailed tables in
each section.

3 English fiction: p < 0.0001, BIC = 3,421.44, 337.3 per cent. English children’s fic-
tion: p<0.0001, BIC =4,030.81, 314.33 per cent. English non-fiction: p < 0.0001,
BIC = 1,272.25, 140.46 per cent. Russian fiction: p < 0.0001, BIC = 1,262.94,
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400.55 per cent. Russian children’s fiction: p < 0.0001, BIC = 1,700.77,409.93 per
cent. Russian non-fiction: p < 0.0001, BIC = 766.31, 445.50 per cent.

4 Fiction: The difference is significant (p < 0.0001), and there is very strong evidence
against the H (BIC = 338.13), but a small effect size (33.34 per cent).

Children’s fiction: The difference is statistically significant (p < 0.0001), and
there is very strong evidence against the H; (BIC = 294.40), but the effect size is
once again small (27.56 per cent).

Non-fiction: The difference is statistically significant (p < 0.0001) providing
evidence that it has most likely not arisen by chance. There is also very strong
evidence against the H, (BIC = 210.19), but the effect size is once again small
(27.61 per cent).

5 Raw frequencies: 5,152 coordinating adversative connectives out of 1,181,653
words for English and 6,222 out of 985,075 words for Russian translated texts.

6 Raw frequencies: 2,155 subordinating adversative connectives out of 1,181,653
words for English and 1,583 out of 985,075 words for Russian translated texts.
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7 English-Greek language
contact through translation

(Pseudo-)Clefts

7.0 Introduction

The main objective of this case study is to explore the extent to which translation
might act as a site of language contact and encourage linguistic developments in
the target language. The focus is on English-Greek translations of popular science
articles, and in particular on cleft and pseudo-cleft constructions. The aim is to
examine how these linguistic features might have developed in the Greek genre
of popular science as a result of contact with English popular science translations
through time. The investigation of the complex relationship between translation
and language change can benefit from an approach where data from different
points in time, and types of texts (translated and non-translated) are combined
(data triangulation), based on the VVA typology. At the same time, different
aspects of a linguistic phenomenon can be examined using different methods
(method triangulation). The chapter begins by introducing the research context of
popular science and why this genre is suitable for the investigation of translation as
a language contact phenomenon. Since this case study presents a diachronic analy-
sis, the time frame selected, as well as the specific points in time, are determined.
It, then, presents the reasons for choosing to focus on cleft and pseudo-cleft con-
structions, and offers a detailed examination of how these are realised in English
and Greek. This detailed examination will help us reach a clear definition of what
constitutes an instance of cleft or pseudo-cleft construction. Syntactic construc-
tions, such as those examined in this case study, are more difficult to identify using
corpus-based methods compared to simple lexical units, such as the connectives
examined in the previous case study. A clear definition of the feature under inves-
tigation allows for better defined search parameters and, ultimately, more reliable
results. The way in which the definitions of cleft and pseudo-cleft constructions
are translated into search parameters for corpus analysis is discussed in Chapter 8.

7.1 Rationale

7.1.1 Popular science

The genre of popular science is particularly appropriate for the investigation of
translation as a language contact phenomenon since the influence of English on
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the target language (regarding specific linguistic features) is likely to be strong,
especially if the target language is less widespread in terms of popular scientific
production. This is because popular science received a significant boost from the
rise of English as an international language of science and has largely developed
in the Anglophone world (Kaplan 2001; Tardy 2004). For instance, Popular
Science and Scientific American, two of the most widely circulating and well-
known popular science magazines, were established in the United States in the
nineteenth century. Many non-English speaking countries would have access to
publications like these through translations of English texts, and in some cases,
those translations helped establish and develop the standards of popular science
writing in other languages, such as Chinese (Liao 2010; 2011). Popular science
writing in other languages can, therefore, be influenced by English, similarly to
the way in which French academic writing has been shaped by translations of
classic Latin texts (Lusignan 1986). This is also the case for the Greek genre of
popular science which developed into its present form in the twenty-first century.
In particular, a popular science ‘boom’ occurred in Greece in 2002-2003 when a
number of translations from English popular science magazines, namely Popular
Science, Scientific American and New Scientist, started to circulate widely. The
peak of popular science publications in Greece is the years 2005-2007, during
which a total of seven different magazines and newspaper sections featuring both
translated and non-translated popular science articles were available; of these, two
were established during that period.

The present case study investigates how translation might encourage linguistic
developments in the target language through time and, therefore, it is necessary
to define the time period that needs to be investigated. Generally speaking, the
time span selected for diachronic studies should be large enough “to allow for
significant changes but small enough to rule out the possibility of reversals and
retrograde movements: we might say from a minimum of half generation to a
maximum of two” (Labov 1981, p. 177). Although this claim was made about
phonetic change, it can be used as a guide to most diachronic studies. Typically,
a generation, that is 20 years, is considered an adequate time span for any lan-
guage change to occur, although it has been argued that different types of change
require a different time span of investigation (Mair 2009). Regarding popular
science publications in Greece, the most recent point in time that can be studied,
that is for which there is adequate material available, are the years 2009-2010.
Thus, the two points in time that are selected for this case study are the years
1990-1991 and 2009-2010, covering a total time span of 20 years. Although a
longer period, perhaps two generations or more, would be more appropriate for
the study of syntactic change, the genre of Greek popular science publications,
particularly as far as translations are concerned, is relatively new. A time span of
20 years is thus the largest that can be studied at this point based on the avail-
ability of data. However, when dealing with diachronic development where the
aim is to examine how a specific factor or event might have had an impact on the
language, it is also useful to include an additional point in time, i.c. the year(s)
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when this factor or event started being relevant. Regarding popular science in
Greece, this additional point is the years 2003-2004. Thus, a third point is added
to the diachronic corpus for these years.

7.1.2 Linguistic features

Two linguistic features that are good candidates for the investigation of linguistic
change in the genre of popular science are cleft and pseudo-cleft constructions.
One of the key features of popular science texts is the presentation of new infor-
mation to readers regarding scientific and technological advancements. Popu-
lar science texts are likely to exploit linguistic means to change perspective and
attract readers’ attention. Two such linguistic means available to English are cleft
and pseudo-cleft constructions, which allow for emphasis to be placed on specific
constituents of the sentence. For example, in the case of cleft constructions, the
emphasis is typically placed on the theme (see Firbas 1992 for a Functional Sen-
tence Perspective analysis of language and theme/rheme), as in the sentence, It
is oxygen that the brain needs. Here, the new information is oxygen, which is fore-
grounded. Similarly, in the case of pseudo-cleft constructions, emphasis is typi-
cally placed on the rheme, which represents new information, as in the sentence,
What the brain needs is oxygen. Here, the new information is again oxygesn, but this
time it is placed in sentence final position (see also Section 7.2).

In languages with rich morphological systems and a free word order, such as
Greek, emphasis can be placed on particular constituents with greater ease by
simply manipulating word order (De Beaugrande and Dressler 1981) than in lan-
guages with a relatively fixed word order, such as English. For instance, when the
object of the construction needs to be emphasised, Greek tends to manipulate
word order and simply move the object to initial position. Thus, a Subject—Verb—
Object sentence such as O gyxéparog 6éAhet o&uyovo (The brain needs oxygen) can
be easily transformed into an Object—Verb-Subject construction such as O&vyévo
Bélet o eyképadog (Literally: Oxygen needs the brain). Such a construction closely
corresponds to what is characterised as a cleft construction in English, since oxy-
gen is foregrounded. It is for this reason that cleft and pseudo-cleft constructions
are not considered to form part of the Greek syntax, and they are not mentioned
in standard grammars of Greek (e.g. Holton et al. 1997; Klairis and Babiniotis
2005; Triantafyllidis 1999; Tsopanakis 1994 ). However, the flexible word order
of Greek means that constructions that correspond to English cleft and pseudo-
cleft can be replicated. Karanasios (2008) and Apostolou-Panara (1999) argue
that Greek has taken over cleft and pseudo-cleft constructions from English (and
possibly French), where they are extensively used because of the fixed word order
of these languages. They argue that this process has resulted in a new structural
pattern being introduced in Greek, which has led to the introduction of cleft and
pseudo-cleft constructions. Nonetheless, it seems that even though these con-
structions are possible in Greek, they are, according to Sifianou (2006), unnatu-
ral and infrequent, suggesting that they verge on ungrammaticality.
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7.1.3 Researvch aims

The present case study aims to explore whether and how cleft and pseudo-cleft
constructions are used in Greek in a genre that is likely to encourage the use of such
constructions. It also examines the role that translations from English might have
played in the way in which these constructions have developed in Greek in the con-
text of popular science. Thus, it aims to address the following research questions:

1) What changes in the frequency and patterning of cleft and pseudo-cleft
constructions can be observed in non-translated Greek popular science
articles over a 20-year period (1990-2010)?

2) To what extent can any observed changes be attributed to influence
from English?

3) To what extent can these changes be linked to translated Greek popu-
lar science articles?

The first research question aims at capturing any diachronic developments in
the genre of Greek popular science regarding the frequency and patterning of cleft
and pseudo-cleft constructions. On the one hand, previous studies (Apostolou-
Panara 1999; Karanasios 2008) argue that these constructions have become more
frequent in Greek as a result of contact with English. On the other hand, the dif-
ferent possibilities available in English and Greek for the syntactic realisation of
both cleft and pseudo-cleft constructions (see Section 7.2) suggest that it is pos-
sible that changes might be observed in the way these constructions are realised
in Greek as a result of contact with English. If changes are observed in relation
to cither the frequency or the patterning of cleft and pseudo-cleft constructions,
then the differences between Greek and English non-translated articles need to
be examined to confirm whether any of the observed changes might be attributed
to the frequency and patterning of cleft and pseudo-cleft constructions in English
texts (Question 2). If there is evidence to suggest that these changes can be traced
back to English, then the role of translations is addressed. The approach adopted
in this case study is an integrated one, and the research questions have been
designed in a stepped way so that the answer to one question points towards the
question that needs to be examined next. For instance, if changes are observed
only in the frequency of pseudo-cleft constructions, only their frequency will
be examined in relation to translation. As a result of this integrated approach,
corpus data triangulation is sequential, with one stage of analysis pointing to the
next. Apart from corpus data triangulation, corpus method triangulation is also
employed, which in this case combines quantitative methods for the examination
of frequencies and qualitative methods for the examination of patterning.

Ultimately, this case study contributes to the understanding of the extent to
which translation might act as a site of language contact, and encourage linguis-
tic developments in the target language. Although, a number of studies use a
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combination of corpora to provide evidence that translation and linguistic devel-
opments in the target language are potentially related (e.g. Baumgarten and
Ozgetin 2008; Becher et al. 2009; Bisiada 2013; Gellerstam 1986; House 2003;
House 2006; Kranich et al. 2012; McLaughlin 2011; Musacchio 2005), such
combinations tend to be ad hoc, without a clear rationale of how or why they
might be combined, as well as the benefits that this combination might offer (see
Chapter 2). This case study aims to address this gap by following a more struc-
tured approach to the combination of corpus data and methods, thus forming the
basis on which future studies on this, and similar topics, can rest.

7.2 Cleft and pseudo-cleft constructions in English
and Greek

Cleft and pseudo-cleft constructions are two linguistic features that share some
characteristics, which allow them to be studied in conjunction. The most impor-
tant of these is that they share the same basic principle, that is, they are formed
“by dividing a more elementary clause into two parts”(Huddleston and Pullum
2002, p. 1414), ecach with its own verb phrase, and with one part featuring a fore-
grounded element. Perhaps as a result of their similarities, some disagreement exists
regarding their categorisation. Some scholars treat them as variants of the same
category and distinguish between s¢-clefts and wh-clefts in English (e.g. Declerck
1984; Prince 1978), while others argue that they form separate categories (e.g.
Collins 1991; Higgins 1979; Gundel 1977; Quirk et al. 1985). According to the
latter, pseudo-cleft constructions differ from cleft constructions in that they can be
“completely accountable in terms of the category of main and subordinate clause”
(Quirk et al. 1985, p. 1387). In other words, the identification of a main and a
subordinate clause is more easily achieved with pseudo-cleft constructions than
with cleft constructions, since they resemble to a greater extent constructions that
feature subordinate relative clauses. In this case study, Collins’(1991) approach is
adopted, according to which the categories of cleft and pseudo-cleft constructions
are examined separately. Collins also identifies a variety of structural possibilities
for pseudo-cleft constructions, which are pertinent to this case study (Figure 7.1).

Cleft and pseudo-cleft constructions in English are a field of study that has
received considerable, detailed attention, especially as far as the semantic and
pragmatic properties of the constructions are concerned (Collins 1991; Gundel
1977, Prince 1978; Van Riemsdijk and Williams 1986). Such constructions have
always been considered an important means of placing emphasis on different
constituents of the sentence, since English word order does not allow for free
movement of constituents and, thus, form part of English syntax (Biber et al.
1999; Huddleston and Pullum 2002; Quirk et al. 1985). Corpus-based stud-
ies of English cleft and pseudo-cleft constructions (Collins 1991) indicate that
although such constructions are not very frequent in English, they do consti-
tute regular patterns of English. Cleft constructions occur with a frequency of
5.7 per 10,000 words in written language, whereas pseudo-cleft constructions
are slightly less frequent, with a frequency of 4.1 per 10,000 words. Overall, both
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Figure 7.1 Categorisation of cleft and pseudo-cleft constructions

constructions occur with a frequency of 9.8 per 10,000 words in English both
spoken and written discourse. These proportions are rather small, which makes
such constructions marked—in most cases a basic Subject—Verb—Object construc-
tion with an unmarked theme will be adopted. However, these constructions
play an important role in the language as there are few other means of placing
emphasis on different constituents of a sentence.

Unlike English, cleft and pseudo-cleft constructions in Greek constitute a field
of study that has received limited attention, and no detailed study of the fre-
quency of cleft and pseudo-cleft constructions has ever been conducted in Greek.
This might be explained by the fact that such constructions, although possible in
the language, do not seem to occur as frequently as they do in other languages
such as English. In what is possibly the first account of Greek cleft and pseudo-
cleft constructions, Veloudis (1979) discusses some of the general properties of
these constructions and employs examples from Greek, albeit he treats cleft and
pseudo-cleft constructions as possible realisations allowed by Greek syntax, rather
than typical constructions that characterise the syntactic patterning of the lan-
guage. Linguistic interest in these constructions only emerged in the late 1990s
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(Alexiadou 1999; Alexiadou and Giannakidou 1998; Iatridou and Varlokosta
1998), but these studies deal with the general language-independent properties,
either semantic or pragmatic, of cleft and pseudo-cleft constructions, rather than
discuss the specific syntactic properties of such constructions in Greek.? In that
sense, they do not differ considerably from Veloudis’ (1979) first account. Nev-
ertheless, they reflect an increased interest in cleft and pseudo-cleft constructions,
which might be explained by the increased contact between Greek and English in
more recent years, the latter being a language where such constructions are more
typical (Apostolou-Panara 1999; Karanasios 2008). The only account regarding
the frequency of these constructions in Greek can be found in Sifianou, who
observes that cleft and pseudo-cleft constructions in Greek “are more marked
and, therefore, less frequent [than in English| because thematisation is achieved
simply by fronting clause elements” (20006, p. 163). She also argues that cleft
constructions sound “rather unnatural” in Greek, whereas pseudo-cleft con-
structions sound “very unnatural” and are “rather infrequent” (Sifianou 20006,
p. 163). Taking into consideration such observations, as well as the fact that there
are many possibilities in Greek for placing emphasis on different constituents of
a sentence, mainly simply by manipulating word order, it is expected that the
frequency of cleft and pseudo-cleft constructions is relatively low in Greek, and
generally lower than in English.

7.2.1 Cleft constructions

A cleft construction in English consists of a copular verb, typically the verb is, a
noun phrase that forms the foregrounded element, followed by the conjunction
that and the rest of the sentence:

(a) Itis magnesinm that  the scientists are looking for.
copular verb noun phrase that rest of the sentence

The copular verb may take any form of the verb e, or appear with a modal
verb. Thus, sentence (b) is a possible variant of sentence (a). The foregrounded
element can also be a subordinate clause or a prepositional phrase (Quirk et al.
1985), as in sentence (c).

(b) It was not magnesinm that  the scientists ave looking for.
copularverb ~ noun phrase that  rest of the sentence
(c) Itwas because he was ill that  he didn’t go to work.

copularverb  subordinate clause  that  rest of the sentence

Apart from that, relative pronouns such as which, who, whom, and the relativisers
when and where can also be used. It is also possible for the relative pronoun to
be omitted (Biber et al. 1999; Van Riemsdijk and Williams 1986). The sentences
presented in Table 7.1 are all valid cleft constructions in English, although some
are more marked than others.
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Tuable 7.1 Possible cleft constructions in English

Pronoun/Relativiser Cleft Construction

which It was the final experiment which provided the solution.
who(m) It was John who killed him.

whose It’s Mary whose ring I lost.

when It was last year in Denmark when she got married.
where It is in the lab where the experiments take place.

(] It was John I gave it to.

Corpus studies of the London-Lund Corpus and the Lancaster-Oslo/Bergen
Corpus, consisting of half'a million and a million words respectively, have shown
that cleft constructions featuring that are considerably more frequent (represent-
ing 64.2 per cent) (Collins 1991) than all other structural possibilities. Con-
structions involving who and the zero relative pronoun are also fairly common,
representing 12.1 per cent and 14.4 per cent respectively (Collins 1991). How-
ever, the corpora analysed by Collins included both spoken and written language.
It is possible that when written language is examined separately, more prototypi-
cal instances of the construction might be favoured and the zero pronoun con-
struction is likely to be avoided, since, as noted by Declerk, such constructions
are most typically found in “familiar English” (1981, p. 141) and are, in the
strict sense of the term, ungrammatical. In written language, Quirk et al. argue
that even whom and which are “only marginally possible” (1985, p. 1387). Since
instances of the zero relative pronoun are not typical of written language, and
they are also difficult to capture using corpus-based methods of analysis, these are
excluded from the present case study.

Similar to English, cleft constructions in Greek consist of a copular verb, which
is typically the verb eivon (is), a noun phrase, which is the foregrounded element,
and the rest of the sentence, which is normally introduced with the conjunction
nov (that):

(d) Eivau T0 péyedog oL KAveL Tov yKEPALO eEVTVOTEPO.
(Tt is size that makes the brain smarter.)
copular verb noun phrase OV rest of the sentence

The copular verb can take any form of the verb e in Greek, which results in over
ten different verb types when the rich morphology of the language is taken into
account. According to Karanasios (2008), the foregrounded element can be a
prepositional phrase or even an embedded clause if it is causal, final or temporal,
but not if it is conditional or adversative. Finally, the rest of the sentence can be
introduced with the relative pronoun o onoiog (who/which) or its feminine and
neuter counterparts (1 onoio and to omoio respectively) (Karanasios 2008). For
example, sentence (d) can be rewritten as sentence (¢), although the latter might
be considered more marked.
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(e) Eivon to uéyeboc 10 omoio KGveL TOV EYKEPOAO EEVTVOTEPO.
(It is size which makes the brain smarter.)
copular verb noun phrase relative pronoun rest of the sentence

A slightly different syntactic realisation is also possible for Greek cleft construc-
tions; this is a construction where the copular verb and the noun phrase occur in
reversed positions, with the cleft sentence beginning with the noun phrase, as in
sentence (f). This syntactic patterning is not possible in English and is a reflection
of the flexible word order of Greek.

(f) To péyebog etva oL KAveL TOV eYKEQAAO £EVTVOTEPO.
(Size is what makes the brain smarter.)
NP copular verb OV rest of the sentence

Despite the detailed definition of cleft constructions provided in this section, it
must be noted that it is not always easy to distinguish between cleft constructions
and constructions that employ a relative clause. The problem arises from the fact
that zhat in English and mov (that) in Greek can also be used to introduce relative
clauses that specify the preceding noun phrase and the overall structure of the
two types of construction is similar (Quirk et al. 1985). Declerk (1981) provides
an extensive list of the criteria that can be used to distinguish between cleft and
relative constructions. He proposes ten different criteria, not all of which are,
however, relevant for the purposes this case study, and thus only the two most
pertinent criteria are discussed here. Although these criteria have been developed
with English in mind, they can be also applied to Greek.

The first point of difference between cleft and relative constructions involves
the 7t element. Declerk argues that in anaphoric sentences 7t has “a deictic or
anaphoric reference, . . . while the [4#] of a cleft sentence is a formal subject that
has no referent” (1981, p. 139). To identify the function of 7z, it is necessary to
consult the immediate linguistic context surrounding the sentence, and in par-
ticular the preceding clause. Secondly, cleft constructions can typically alternate
with pseudo-clefts, while relative clauses cannot. For example, the sentence It is
magnesinm that the scientists ave looking for can be turned into What the scientists
are looking for is magnesium. By contrast, a sentence such as It is a mystery that
has puzzled scientists, although it can be turned into What has puzzled scientists is
a mystery, conveys a rather different semantic meaning that is not related to the
cleft construction. The difficulties associated with identifying cleft constructions
suggest that apart from formal criteria, a close reading of the surrounding linguis-
tic context is necessary.

7.2.2 Pseudo-cleft constructions

Pseudo-cleft constructions can be divided into three main types based on
what introduces the foregrounded element: wh-clefts, th-clefts, and all-clefts.
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Additionally, based on the position at which the foregrounded element appears
they can be classified into regular and reversed (Figure 7.1). In regular pseudo-
cleft constructions, the noun phrase that constitutes the foregrounded element
appears at sentence final position, while in reversed pseudo-cleft constructions, it
appears at sentence initial position.

The most typical pseudo-cleft constructions are wh-clefts. In English, basic
wh-cleft constructions are usually introduced with what, followed by a clause, a
copular verb, (which may include any form of the verb 4e¢), and a noun phrase
that constitutes the foregrounded element:

(g) What we are looking for is water.
what clause copular verb noun phrase

Collins (1991) identifies who, where, when, why and how as possible candidates
for introducing pseudo-cleft constructions. However, Quirk et al. (1985) ques-
tion the wide usage of pseudo-clefts with items other than what. In particular,
they argue that “[c]lauses with who, when, and where are sometimes accepta-
ble ... [and] [c]clauses introduced by whose, why, and how do not easily enter into
the pseudo-cleft construction at all” (Quirk et al. 1985, p. 1388). Corpus studies,
on the other hand, have shown that although what is the most frequent type of
wh element, why has a frequency of 12.1 per cent and how of 3.5 per cent out of
all pseudo-cleft constructions found in the London-Lund and Lancaster-Oslo/
Bergen corpora (Collins 1991). Thus, even though what is most likely to be used
in written language, all wh elements need to be considered in any definition of
pseudo-cleft constructions in English.

Greek pseudo-cleft constructions which could be mapped onto wh-clefts typi-
cally consist of the demonstrative pronoun avtog (this one) or its feminine (otn)
and neuter counterpart (avt6), followed by the conjunction mov (that), a clause,
a copular verb, which is typically the verb eivon (is), and the foregrounded ele-
ment, which is usually a noun phrase. Sentence (h) is a typical Greek pseudo-cleft
construction.

(h) Avto o) pog Agimet glvan N epmepio.
(The one that we lack is experience.)
demonstrative pronoun 7oV clause etvat noun phrase

Apart from avtog, avt, ovtd, the place of the demonstrative pronoun can be
occupied by ekeivog, exeivn, ekeivo (that one),? as in sentence (i). The difference
between the two demonstrative pronouns does not always lie in issues of proxim-
ity, but is more closely related to discourse preferences.

(i) Exkeivog oL pe ponnoe Nrav 0 adepPog Lov.
(The one who  helped me was my brother.)
demonstrative pronoun  mov clause glvar  noun phrase
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Pseudo-cleft constructions might also be introduced by a lexical head. Collins
(1991) argues that such constructions, that is #4-clefts, are quite common in English
and account for approximately 25 per cent of all pseudo-clefts analysed in the
London-Lund corpus and the Lancaster-Oslo/Bergen Corpus. Similarly, other
possibilities for the initial position of a pseudo-cleft in Greek are noun phrases like
1o mpdypa (the thing) and 1o pépog (the place) (Veloudis 1979). Table 7.2 offers
examples of all the possible realisations of #h-clefts in English and Greek.

The final type of pseudo-cleft constructions identified by Collins (1991) is all-
clefts. All-clefts in English are constructions that include an a// element in initial
position, while the rest of the construction resembles a pseudo-cleft:

(G) All the brain needs is oxygen.

Similarly, in Greek, some scholars also identify 6,1t (all) as a possible candidate
for sentence initial position (Iatridou and Varlokosta 1998; Giannakidou 2000):

(k) O,muNme Rrav vepod.
(All she drank was water.)

All of the above types of pseudo-cleft constructions, that is wh-clefts, th-clefts
and all-clefts, can have reversed forms. For instance, reversed wh-clefts in English
consist of the noun phrase, which is the foregrounded element, followed by the
copular verb (typically is), what, and the rest of the sentence. In Greek, such
constructions consist of the noun phrase, which is the foregrounded element,

Table 7.2 th-clefts in English and Greek

Lexical head English Greek
thing(s)— The thing he gave her was To Tpdypo IOV e EVIVTOGIOGE
T0 TPaypa aring. TEPLGGOTEPO NTAV TO TEIGUA TNG.

(The thing that impressed me the
most was her stubbornness.)
reason— The reason I cancelled was O Adyog mov Mpbe NTav yiao va
0 Loyog because I was ill. nopakorovOncet to peotifd. (The
reason s/he came was to watch
attend the festival.)

way— The way you should go is O 1pémOg OV LoV WiANGE NTOV
0 TpoMOg through the city centre. aoynpoc. (The way he spoke to
me was bad.)
place— The place we visited is the To pépog mov cuvavtndnkoy fTav To
TO pépog coffee shop. kvAkeio. (The place they met was
the cafeteria.)
one(s) The one I like is John. -
time The time I hate the most is -

the dry season.
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followed by the copular verb (typically eivon (is)), the demonstrative pronoun
(e.g. avtdg (this one)), the conjunction mov (that) and the rest of the sentence.
Table 7.3 offers examples of some of the possible realisations of reversed pseudo-
cleft constructions in English and Greek. In Greek, it is also possible to reverse
the order of the noun phrase and the copular verb, which reflects the flexible
word order of the language. However, it must be stressed that these possible
realisations vary considerably regarding markedness, especially in Greek. Thus,
although these constructions might be syntactically allowed, some of these are
likely to be considered unnatural, as suggest by Sifianou (2000).

According to corpus findings (Collins 1991), certain types of pseudo-cleft con-
structions appear more frequently in reversed forms, namely, English pseudo-cleft
constructions that feature why, how, where and when can only be found in reversed
form. Moreover, approximately 55 per cent of all pseudo-cleft constructions in
spoken and written English tend to appear in reversed form. No similar informa-
tion is available regarding the frequency of reversed constructions in Greek.

Finally, there are some problems when it comes to the distinction between
Greek cleft and psecudo-cleft constructions. One such instance is cleft construc-
tions in which the foregrounded element occupies initial position. Sentence (1),
which is a cleft construction, can easily be turned into a reversed pseudo-cleft
with the addition of a demonstrative pronoun, as in sentence (m).

(1) To péyebog eivar mov kdvel Tov eyKEPOAO EEVTVOTEPO.
(Size is what makes the brain smarter.)

(m) To péyebog eivar avTd TOL KAVEL TOV EYKEPAAO EEVTVOTEPO.
(Size is the one that makes the brain smarter.)

Although in both cases the back translation is a pseudo-cleft construction in
English, in Greek, only the latter can be considered a pseudo-cleft construction
according to the formal criteria presented above. Whether the former sentence is
an elliptical pseudo-cleft construction, that is one where the demonstrative pro-
noun is omitted, or a different realisation of a cleft construction allowed by the
flexible word order of Greek is debatable. What seems to be important for the
interpretation of a construction as pseudo-cleft is the presence of a pronoun. For
this case study, only formal syntactic criteria are employed, and thus sentences

Table 7.3 Reverse pseudo-cleft constructions in English and Greek

English Greek
wh-cleft A car is what they’re ‘Eva. awtokivnto eivar  Eivat éva awtokivnto
looking for. 0VTO TOV YAYVOLV. 0Vt TOL Yhyvouv.
th-cleft A car is the thing they’re  "Eva avtokivnto eivar  Etvon éva avtokivnto
looking for. TO TIPAYLLOL TOV TO TTPAYLLOL TOV
Yayvouv. YA vouV.
All-cleft A car is all they’re ‘Eva. avtokivnto givar  Eivau éva avtokivnto

looking for. 0,TL Yyhyvouv. 0,TL Yyhyvouv.
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such as (1) are considered cleft constructions unless there is strong evidence to
indicate otherwise.

7.3 Conclusion

This chapter introduced the research context for the investigation of translation as a
language contact phenomenon focusing specifically on the Greek translation of Eng-
lish popular science articles. For the diachronic analysis, the years 1990-1991 and
2009-2010 are selected because they capture a 20-year period including the closest
cut-off point based on the availability of data. The years 20032004 are selected as an
additional point in time to be analysed because translations of popular science articles
started to circulate more widely in Greece during those years. Cleft and pseudo-cleft
constructions are identified as suitable candidates for the examination of the extent
to which new syntactic patterns have been introduced in the target language, and
their properties in both English and Greek have been examined in detail. Although
the relationship between translation and language contact has already been addressed
in previous studies, results from these studies tend to be inconsistent, partly because,
despite the fact that corpus-based methods are used, the types of corpora and the
methods used to analyse these vary considerably, which limits the replicability and
comparability of these studies. The present case study aims to address these short-
comings by offering a detailed account of how both data and method triangulation
are achieved and their potential advantages. This, together with the results from the
corpus analysis, is presented in the next chapter.

Notes

1 In a previous study (Malamatidou, 2016), in which, however, I do not explicitly
make use of corpus triangulation, I found that influence from English has affected
the use of the passive voice in Greek popular science articles.

2 For example, latridou and Varlokosta argue that a difference between cleft and
pseudo-cleft constructions is that pseudo-cleft constructions involve “an ordinary
copular sentence with a free relative [clause] in one of the copular positions and a
phrase in the other copular position modifying that free relative” (1998, p. 3) and
provide examples from English, Greek and German.

3 Although avtég and ekeivog are translated in English as ‘this one” and ‘that one’
respectively, and the resulting equivalent English construction is introduced with
the one, the pseudo-cleft construction is classified as a wh-cleft, since no lexical head
is employed.
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8 'Triangulating language
contact through translation

8.0 Introduction

The final chapter of the book explains how corpus data and method triangula-
tion are achieved regarding the examination of the relation between transla-
tion and language change in the case of cleft and pseudo-cleft constructions
in Greek popular science articles. The way in which the definitions of cleft and
pseudo-cleft constructions provided in the previous chapter are translated into
detailed search parameters for corpus analysis is presented here, as well as a
stepped approach to the investigation of translation as a language contact phe-
nomenon. The largest part of the chapter is dedicated to reporting the results
obtained from the examination of the corpus. The focus is on the frequency and
patterning of cleft and pseudo-cleft constructions and results from the examina-
tion of one subcorpus point towards what needs to be examined in the other
subcorpora.

8.1 Corpus design

Although popular science can take many different forms (e.g. as an Internet-
based product, part of a newspaper, separate magazine, TV or radio pro-
gramme, book), in order to delimit the category of popular science, and allow
for a more in-depth analysis of data, this case study focuses only on articles
appearing in print news media (magazines and sections of newspapers). Print
news media allow for material to be captured relatively easily from a range of
different sources within the given time frame of the diachronic study. Specifi-
cally, Greek and English non-translated articles are available for all three points
in time analysed here (i.e. 1990-1991, 2003-2004, 2009-2010). Translated
Greck popular science articles are only available for 2003-2004 and 2009-
2010 since translations from English were very scarce in 1990-1991. Based on
the research questions established in the previous chapter, the corpus analysed
for the purposes of this case study consists of the eight components presented
in Table 8.1:
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Table 8.1 Corpus components

1990-1991 2003-2004 2009-2010

non-translated Greek popular X X X
science articles

non-translated English popular X X X
science articles

translated Greek popular science X X
articles

The corpus is altogether rather small, as it consists of 800,000 words. This is
due to a number of factors, one main practical consideration being that the avail-
ability of Greek data, especially in machine-readable form, is limited, and articles
tend to be short, ranging from 500 to 2,500 words. Moreover, material is taken
from a specific genre in a specific language pair, making this a specialised corpus
focusing on popular science in English and Greek, and specialised corpora tend
to be smaller in size (Gavioli and Zanettin 1997). Finally, the linguistic features
examined require close readings of the linguistic context in which they are pro-
duced to distinguish, for example, between cleft constructions and constructions
that employ a relative clause (see Chapter 7). It is generally argued that corpora
employed in morphosyntactic studies, which tend to be analysed manually, can be
justifiably smaller than those employed in lexical studies (Biber et al. 1998; Givon
1995; Hundt and Leech 2012). Taking these factors into account, 100,000 is
considered an adequate size for each of the corpus components presented above.!
The corpus components are combined in different ways to create four smaller
subcorpora which are analysed separately to address the research questions iden-
tified in the previous chapter. Table 8.2 offers a detailed description of corpus
compilation.

Corpus data triangulation is achieved by combining texts in different corpus
configurations based on the VVA typology (see Chapter 3). Firstly, by combining
values from the corpus type variable: comparable, parallel and reference. Although
three corpus types are combined, these are, in fact, four, since the comparable
corpora belong to different categories (non-translated texts in two languages,
and translated and non-translated texts in the same language). Secondly, cor-
pus data triangulation is achieved by combining values from the time variable:
synchronic and diachronic. Similar to this, triangulation occurs in terms of time
attributes, that is, by examining different points in time. It has been argued that
longitudinal studies are not considered as triangulated since they are interested
in examining how the phenomenon changes over time, rather than focusing on
commonalities across time (Kimchi et al. 1991), which is considered to be the
aim of triangulation by some scholars (Denzin 1970; Jick 1979; Webb et al.
1981). However, convergence should not be considered the only, or indeed the
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Tuable 8.2 Corpus compilation

Subcorpus

Components

A.

B.

C.

D.

a reference, monolingual
(Greek), diachronic (1990-
2010) subcorpus of non-
translated texts (from the
genre of popular science)

a comparable, bilingual
(Greek-English), diachronic
(1990-2010) subcorpus of
non-translated texts (from the
genre of popular science)

a comparable, monolingual
(Greek), diachronic (2003-
2010) subcorpus of non-
translated and translated texts
(from the genre of popular
science)

a parallel, bilingual (English-
Greek), diachronic (2003-
2010) corpus (from the genre
of popular science)

non-translated Greek popular science
articles published in 1990-1991
non-translated Greek popular science
articles published in 2003-2004
non-translated Greek popular science
articles published in 2009-2010

non-translated Greek popular science
articles published in 1990-1991
non-translated Greek popular science
articles published in 2003-2004
non-translated Greek popular science
articles published in 2009-2010
non-translated English popular science
articles published in 1990-1991
non-translated English popular science
articles published in 2003-2004
non-translated English popular science
articles published in 2009-2010

non-translated Greek popular science
articles published in 2003-2004
non-translated Greek popular science
articles published in 2009-2010
translated Greek popular science
articles published in 2003-2004
translated Greek popular science
articles published in 2009-2010
non-translated English popular science
articles published in 2003-2004
non-translated English popular science
articles published in 2009-2010
translated Greek popular science
articles published in 2003-2004
translated Greek popular science
articles published in 2009-2010

most important, aim of triangulation. Divergent results can help us acquire a
more complete picture of the phenomenon under investigation (Redfern and
Norman 1994; Fielding and Fielding 1986) (see Chapter 2). Thus, diachronic
studies are considered as triangulated according to the methodological frame-
work presented in this book. Additionally, the time frame selected for analysis
presents a unique characteristic, since it involves three points in time, instead
of two as is typical in diachronic studies. Triangulation also occurs through a
combination of values from the text variable (non-translated and translated) and
by combining attributes from the languages variable, as far as the non-translated
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texts are concerned (English and Greek). Although these two combinations are
not particularly new in corpus-based translation studies, it is the first time that
these are achieved following a comprehensive and flexible corpus typology. These
two combinations are, however, linked to corpus type and are considered second-
ary, albeit important.

Corpus data triangulation is sequential since the results obtained from one
corpus point towards which corpus needs to be examined next. Subcorpus A is
examined to establish whether there is any development in non-translated Greek
texts over time (Research Question 1). It is worth repeating here that the focus
is on both the frequency and patterning of cleft and pseudo-cleft constructions.
If any development is observed, subcorpus B, which is divided into three syn-
chronic components each focusing on different years (i.e. 1990-1991, 2003-
2004, 2009-2010), is examined for two reasons both of which are related to
Research Question 2. Firstly, to exclude the possibility that similar diachronic
developments are also observed in English, which would suggest a more general
tendency of languages towards these constructions. Secondly, to identify any dif-
ferences in the use of cleft and pseudo-cleft constructions in Greek and English,
especially in earlier years, which might explain the diachronic development in
Greek. If differences are observed, subcorpora C and D are used to investigate
the role of translation in encouraging these linguistic developments (Research
Question 3). Subcorpus C is analysed to identify whether Greek non-translated
articles share any similarities with Greek translated articles from English. Sub-
corpus D is examined to reveal any potential similarities between the source and
target texts. Both corpora are divided into synchronic components each focusing
on different years, which offer information on whether these similarities become
stronger over time. This corpus design demonstrates how diachronic corpora can
consist of synchronic components, allowing for complex linguistic analyses on
different levels.

Naturally, there is some overlap between corpora, which is strong indication
that corpus data triangulation occurs in an integrated manner. Thus, a compo-
nent of one corpus might be a component of another corpus. For instance, all
texts included in subcorpus A are also part of subcorpus B, while the English texts
of subcorpus B are also included in subcorpus D. Based on this corpus design,
comparisons are made both vertically (across different years) and horizontally
(across different texts) (Figure 8.1).

Diversity is achieved by including articles from the majority of the dif-
ferent popular science publications that were available during 1990-1991,
2003-2004 and 2009-2010. Although diversity is not particularly difficult
to achieve, the fact that corpora are triangulated means that issues of compa-
rability also need to be taken into consideration. To facilitate comparability,
particularly for diachronic corpora, publications that had a continuous circu-
lation between 1990 and 2010 are selected where possible? (Table 8.3). How-
ever, this has not always been possible. For instance, the Greek editions of
Popular Science and Scientific American ceased publication in 2007 and 2008
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Figure 8.1 Schematic representation of corpus data triangulation

Table 8.3 Popular science publications in the corpus

Publication 1990-1991 2003-2004 2009-2010

Non-translated Greek articles

Periscopio tis Epistimis X X X
To Vima X

Tn Nea X

Vima Science X X
Translated Greek articles

Vima Science X X
Popular Science X

Scientific American X

English articles

New Scientist X X X
Popular Science X X

Scientific American X X
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respectively.*This affected the creation of the corpus component consisting of
Greek translated articles published in 2009-2010, which, therefore, consists
of texts taken from only one publication, i.e. Vima Science. This is a good
example of how practical considerations, regarding the context of the study,
affect corpus design. The full list of texts included in each corpus component
can be found in Appendix 2.

Practical considerations further affect corpus design, resulting in material in
the corpus not always being representative of the years they aim to capture.
Limited availability of translated material meant that not enough translated
articles could be identified for the period 2009-2010. This inevitably meant a
smaller corpus component and less reliable findings. To overcome this problem
and maintain the balance in the corpus, the time span of the corpus component
consisting of translated articles published in 2009-2010 was extended to also
capture the year 2008. However, for purposes of consistency, the component
is referred to as covering the years 2009-2010, since most articles included in
it were published during these years. Specifically, only 20 of the 100 articles
in the parallel, bilingual (English—Greek), synchronic (2009-2010) subcorpus
were published in 2008, which corresponds to approximately 10 per cent of its
total size.

It has not been possible to acquire data on the circulation of popular science
magazines in Greece, although it was possible to get such data for newspapers.
Thus, issues of currency and influentialness could not be taken into account,
and the corpora created are not proportional in that sense. Instead, an attempt
is made to acquire equal amounts of texts from different sources, and approxi-
mately 33,000 words are taken from each publication for each corpus compo-
nent. The only exceptions to this are the corpus component consisting of Greek
translated articles published in 2009-2010 and the component of their English
source texts, which are larger for reasons explained above. Also, the corpus com-
ponents consisting of articles from Popular Science published in 2003-2004 in
both Greek and English are smaller than 33,000 words by approximately 35 per
cent due to practical consideration related to the accessibility of Greek data. As a
result, the corpus components of translated Greek popular science articles pub-
lished in 2003-2004 and of non-translated English articles published in 2003-
2004 are slightly smaller than 100,000 words by approximately 10 per cent. This
inconsistency does not affect the comparability of corpus data, as both raw and
normalised frequencies are reported.

8.2 Corpus analysis

The software selected for the analysis of the corpus data is Wordsmith Tools 7.0.
In particular, the Word List tool is used to generate statistics on the size of the
cach corpus component, that is number of sentences, while the Concord Tool
is used to generate concordances based on elaborate word search queries that
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include context words as well as context horizons. The search parameters are
informed by the discussion of the definition and properties of cleft and pseudo-
cleft constructions in English and Greek in Chapter 7, and separate search que-
ries are used for cleft and pseudo-cleft constructions. Search queries are further
refined with sample corpus analyses. For cleft constructions, the word search
query includes all the possible types of the verb &e in both languages, includ-
ing instances of modality, to identify all occurrences of cleft constructions. The
context words consist of the conjunctions used to introduce the second part of
the cleft construction (i.e. that, wh*, mov, onoi*). Sample analyses of the corpora
indicated that a context horizon of R7 (seven words to the right), with the limit
set at sentence break point, is adequate for the second part of a cleft construc-
tion to be captured in both languages. Wildcards capture instances of contracted
negation and, thus, help identify the maximum number of cleft constructions
with the minimum number of search items. For instance, it is* captures both
instances of it is, and 2t isn’t.

Contrary to clefts, pscudo-cleft constructions present a variety of structural
possibilities in both languages. This case study focuses on wh-clefts, th-clefts
and all-clefts, as well as their reversed possibilities, all of which are consid-
cred to be subcategories of pseudo-cleft constructions (Collins 1991), and
a separate search is conducted for each type of pseudo-cleft construction.
As in the analysis of cleft constructions, complex word search queries, con-
text words and context horizons are used to identify all relevant instances.
The search query includes all the possible types of the verb &e in both lan-
guages and wildcards are incorporated to capture the maximum number of
pseudo-cleft constructions with the minimum number of search items. Con-
text words include the different linguistic items used to introduce the fore-
grounded element. Sample analyses of the corpora indicated that a context
horizon of L10 (ten words to the left) with the limit set at sentence breakpoint
is adequate for regular pseudo-cleft constructions, whereas R4 (four words to
the right) is considered adequate for their reversed form. Table 8.4 summa-
rises the search parameters for cleft and pseudo-cleft constructions in English
and Greek. Once concordances are generated, they are carefully examined and
manually refined, since the linguistic context needs to be consulted to decide
whether an identified construction is a (pseudo-)cleft.

Once all instances of cleft and pseudo-cleft constructions are identified,
corpus analysis can begin, and corpus method triangulation can be imple-
mented. The methodology employed in this case study involves a combina-
tion of within-method and between-method triangulation. Within-method
triangulation is achieved by combining descriptive and inferential statistics,
while between-method triangulation is achieved by combining quantitative and
qualitative analyses of the concordances. Quantitative methods are employed
to examine changes in the frequency of cleft and pseudo-cleft constructions,
while qualitative methods are employed to capture changes in their patterning.
Within-method triangulation is sequential, as raw frequencies are required for
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Table 8.4 Search parameters for cleft and pseudo-cleft constructions in English and

Greek

English Greek

It-cleft

Search words: it is* /it’s /it was* /it will be / eln* /elo™* /eiv* /
it will not be /it won’t be / nu* /Me* /Mt*
it can* be/it could* /
it must* /it might* /
it should* /it would* /it may

Context words: that/wh* nov,/onoi*

Context horizon: R7 R7

Wh-cleft

Search words: is* /was* /were* /will be /will not be/ glp* /elo™* /eiv* /
won’t be/can* be/could* /must* / nu*/Mo* /Mt*
might* /may* /should* be/would* be

Context words: wh* /how avt* /exeiv* /omoi*

Context horizon: L1L10/R4 L10/R4

Th-cleft

Search words: is* /was* /were* /will be /will not be/ eln* /elc™* /eivt /
won’t be/can* be/could* /must* / nu* /Mo* /Mt*
might* /may* /should* be/would* be

Context words: thing* /one* /place* /time* /reason* / npbypa* /uép* /

way* AOY* /TpOm*

Context horizon: L10/R4 L10/R4

All-cleft

Search words: is* /was* /were* /will be /will not be/ eiu* /eic™* /eiv* /
won’t be/can* be/could* /must* / nu*/Mo* /Mt*
might* /may* /should* be /would* be

Context words: all 0,11

Context horizon: L10/R4 L10/R4

statistical analyses, while between-method triangulation is simultaneous, as one
type of analysis is not a prerequisite for the other, although the two are inevi-
tably linked.

Regarding descriptive statistics, the concordance lines are counted and, for
the raw frequency, the results are compared to the total number of sentences
in the corpus component under investigation. Although there is a tendency in
corpus linguistics to use the number of words in a corpus as the basis against
which comparisons are made, this is not a strong basis when it comes to mor-
phosyntactic features. For meaningful comparisons, it is important that both the
feature under investigation and the basis against which it is compared belong to
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the same category (e.g. lexis or morphosyntax) (see also Chapter 4). Thus, for
this case study, the number of sentences is considered a more meaningful concept
than the number of words in each corpus component. Apart from raw frequen-
cies, normalised frequencies are also calculated. Because the focus of this study is
on syntactic features which are expected to be quite low, 10,000 sentences have
been selected as the common base for the comparison. Numbers are rounded
to the closest whole number to avoid meaningless references to proportions of
sentences.

Regarding inferential statistics, statistical significance is calculated using the
log-likelihood test, while effect size is measured using the Effect Size for Log
Likelihood (ELL). Statistical significance is important because it helps ascer-
tain whether the differences observed in the frequencies are not the result of
coincidence, while effect size measures how large the differences are. The null
hypothesis (H,) is that the differences observed are due to chance. The alternate
hypothesis (H,) is that the differences observed can be attributed to a factor
other than chance (e.g. the influence from English through translation). ELL
is used instead of percentage difference (%DIFF) because in some cases more
than two corpus components need to be compared and %DIFF can only be used
for pairwise comparisons. Bayes Factor (BIC) is also calculated to measure the
probability that a difference in frequency is due to chance. For diachronic com-
parisons, percentage change is also calculated. It is important to note here that
ELL and BIC are used only if results from the log-likelihood test indicate that
differences are statistically significant, and thus there is indication that the H can
be refuted.

Overall, two types of descriptive statistics (raw frequency and normalised fre-
quency) and three types of inferential statistics (statistical significance, effect
size, and Bayes Factor) are used. These constitute the combination of quan-
titative methods in the analysis of the corpora, thus achieving within-method
triangulation. Since the proportions of cleft and pseudo-cleft constructions are
expected to be quite low, it might not be possible to observe clear patterns
regarding a change in their frequency. For this reason, it is necessary to also
focus on their patterning for which a qualitative analysis of concordance lines
is required, where the syntactic properties of each construction are closely ana-
lysed. Thus, both within and between-method triangulation is employed not so
much to confirm results obtained using different methods, but rather to com-
plement results, paying particular attention to instances where contradictions
might occur. The different methods are treated like pieces of a puzzle, which,
when put together, offer a (more) complete picture of the phenomenon under
investigation.

In summary, this case study makes use of multiple triangulation and employs
both corpus data and corpus method triangulation, while corpus method tri-
angulation occurs through both within and between-method triangulation.
However, methodological triangulation does not occur independently of data
triangulation. These are combined in an integrated manner, and it would have
been impossible to reach an answer to the set of research questions identified in
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the previous chapter without benefiting from both of these. Specifically, corpus
data triangulation establishes the different stages of analysis based on the dif-
ferent corpora available, while corpus method triangulation achieves the actual
comparison among these. The three stages of analysis are the following:

1 The investigation of whether and to what extent cleft and pseudo-cleft
constructions have changed over time in Greek non-translated popular
science articles regarding their frequency and patterning

2 The examination of whether any observed changes might be a result of
influence from English

3 The examination of whether translations might have encouraged these
changes

During each stage of analysis, corpus findings are analysed using both quantita-
tive and qualitative methods as explained above, and comparisons across corpus
components and subcorpora are made. Each stage corresponds to the examination
of one of the subcorpora identified earlier. Only for the last stage, two subcorpora
are used, namely the comparable, monolingual (Greek), diachronic (2003-2010)
subcorpus of translated and non-translated texts (corpus C) and the parallel, bilin-
gual (English-Greek), diachronic (2003-2010) subcorpus (corpus D). Each stage
analyses a larger number of words than the previous one and involves more elabo-
rate comparisons—a further indication that the approach is integrated.

8.3 Corpus results

8.3.1 Linguistic development in Greek

The first stage of analysis involves the examination of the reference, monolingual
(Greek), diachronic (1990-2010) subcorpus of non-translated popular science
articles. The subcorpus is divided into three components based on the years the
articles have been published, that is, 1990-1991, 2003-2004 and 2009-2010.
Each component is analysed separately, and comparisons are drawn. Regarding
frequency, the diachronic analysis reveals that the frequency of cleft and pseudo-
cleft constructions in Greek non-translated texts has increased slightly in 20 years,
but proportions remain low (Table 8.5).

Overall, the frequency of both cleft and pseudo-cleft constructions has increased
in Greek non-translated popular science articles by 93.1 per cent: from 29 per
10,000 sentences in 1990-1991 to 44 in 2003-2004 and 56 in 2009-2010 (Fig-
ure 8.2).* This increase is, however, not statistically significant (p > 0.05). The
quantitative data are not conclusive in this case, and although there seems to be
a significant increase in the distribution of these constructions diachronically, we
cannot exclude the possibility that this is due to chance. This could be related
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Figure 8.2 Graphic representation of the frequency of cleft and pseudo-cleft con-
structions in non-translated Greek popular science articles (per 10,000
sentences)

to the small proportion of cleft and pseudo-cleft constructions identified in the
corpus, which does not casily lend to analysis using inferential statistics.

Examining cleft and pseudo-cleft constructions separately will help establish
whether the different categories have changed diachronically in the same way.
The examination of cleft constructions in Greek non-translated popular science
articles reveals that their number has increased from 5 per 10,000 sentences in
1990-1991 to 7 in 2003-2004 and 10 in 2009-2010. Overall, the proportion
of cleft constructions has doubled (100.0 per cent increase) in the 20-year period
analysed here. However, statistical analysis indicates that the diachronic increase
is not statistically significant (p > 0.05) and, thus, we cannot exclude the pos-
sibility that it has arisen by chance. Respectively, the use of pseudo-cleft con-
structions has increased from 24 per 10,000 sentences in 1990-1991 to 37 in
2003-2004 and 46 in 2009-2010. Overall, their frequency has approximately
doubled (91.7 per cent increase) between 1990 and 2010. However, as with
cleft constructions, statistical analysis reveals that the increase is not statistically
significant (p > 0.05).

While there does not seem to be a significant change in the frequency of cleft
and pseudo-cleft constructions throughout the years, some changes can be
noticed in their syntactic properties. The two cleft constructions identified in
Greek non-translated articles published in 1990-1991 have a very similar pat-
terning and place emphasis on the noun phrase not only by foregrounding it
through a cleft construction, but also by adding a demonstrative pronoun, as can
be seen in Examples 8.1 and 8.2. The use of the demonstrative pronoun places
adequate emphasis on the noun phrase without the need for a cleft construction.
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Example 8.1

H Swpopd avt axpifog eival Tov 0dnyel oto GXETIKG GUUTEPAGLLOTO Y10t T
(PLOLOAOYIKT N} U1 AgLTOVpYEiR TNG HéOTG.

(source: ToVima 1990)

[near-literal translation ]
Exactly this difference is that leads to the relevant conclusions about the
normal function of the waist.

Example 8.2

Kot vt n mopdiewyn glvar mov 0£tel 68 TparypoTikod Kivouvo v vyeio .

(source: Tz Neal1990)

[near-literal translation ]
And this omission is that puts her health at real risk.

As a result, the fact that a cleft construction has been chosen here makes these
sentences very marked. We can also notice that in both these sentences the copu-
lar verb and the foregrounded element occur in reversed positions compared to
a typical cleft construction.

In 2003-2004, none of the cleft constructions identified employed a demon-
strative pronoun for additional emphasis, as was the case in 1990-1991, while
for the first time a cleft construction is employed where the copular verb and the
foregrounded element do not occur in reversed positions (Example 8.3). It is
also interesting to note that in 2003-2004, cleft constructions start employing
negation.

In 2009-2010, a demonstrative pronoun is employed in two out of four
instances of cleft constructions identified. The copular verb and the foregrounded
clement occur in reversed positions in half of the instances, while negation appears
only once. This variation suggests that although the frequency of cleft construc-
tions is low, they are now better incorporated into the language, entering a wider
range of syntactic constructions. In particular, the fact that regular positions are
selected for the copular verb and the foregrounded element might suggest an
influence from English, where this is the only possibility.

Examining the patterning of pscudo-cleft constructions qualitatively, we can
observe that, as with clefts constructions, there is considerably more variation in
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Example 8.3

Agyv gival To gprpa Tov KAveL Tov KOGHO Vo yupilet, oA o1 evoyés.
(source: Focus 2003)

[near-literal translation |
It is not money that makes the world go round, but guilt.

recent years. For instance, in 1990-1991, only wh-clefts are employed, with the
majority of these appearing in reversed form, as in Example 8.4.

In 2003-2004, the majority of wh-clefts appear in regular form, indicating a
tendency towards what might be considered a more prototypical pattern in Eng-
lish. More importantly, during these years, th-clefts, both regular and reversed,
are used for the first time. However, only one lexical head is employed, namely
0 Aoyog (the reason) (Example 8.5).

A similar distribution of the different pseudo-cleft constructions is observed
in texts produced in 2009-2010, with both wh-cleft and #h-clefts, in regular and

Example 8.4

To popdvtco eivor awtd TOV GKEMTOVTAL Ol TEPIGGOTEPOL OTOV OVAPEPETOL
0 cLVOLOGHAG dtabeong Kot PoynTov.

(source: T Neal991)

[near-literal translation |
Romance is what most people think about when referring to the combi-
nation of mood and food.

Example 8.5
O Adyog mov Egympilovv givar owt Kabovti 1 LOPPT| TOVG.
(source: Focus2003)

[near-literal translation |
The reason they stand out is precisely their form.
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reversed forms. In all instances of #/-clefts, the lexical head o Adyo¢ (the reason) is
employed, as in 2003-2004. As with cleft constructions, pseudo-cleft construc-
tions enter a wider range of syntactic constructions from 2003-2004 onwards.

8.3.2 Influence of English

The next stage of analysis involves the examination of the comparable, bilingual
(Greek—English), diachronic (1990-2010) subcorpus of non-translated popular
science articles. Specifically, the results from the analysis of the English texts are
compared to the results from the Greek texts obtained during the previous stage
of analysis. Two comparisons are made, one diachronic and one synchronic. The
diachronic comparison aims at establishing whether the patterning of cleft and
pseudo-cleft constructions have changed in English texts, which would suggest
that some reason, other than language contact, might be behind the development
in both languages. The synchronic comparison, with a separate comparison for
each point in time (1990-1991, 2003-2004, 2009-2010), aims at establishing
whether there are any linguistic differences between English and Greek texts in
the use of cleft and pseudo-cleft constructions, which might justify the changes in
the patterning of cleft and pseudo-cleft constructions in Greek non-translated
texts in more recent years. If no differences are observed across the years, or if
differences are observed across all time periods, this will suggest that the changes
in the patterning observed in Greek articles cannot be related to English. If dif-
ferences are mostly observed in articles produced in 1990-1991, compared to
2003-2004 and 2009-2010, this can be considered an indication that Greek
articles have come closer to patterns found in English popular science.

Even though no change in the frequency of these constructions has been
observed during the previous stage of analysis, frequency is also examined in
relation to English texts to establish whether there is any potential for change.
In other words, if differences in the frequency are observed between English
and Greek texts, this would suggest that through the years, and if contact with
English becomes more intense, a change in Greek popular science articles is
possible. Alternatively, if no difference is observed, this will suggest that Eng-
lish popular science articles do not have the potential of introducing change in
respective Greek texts regarding the frequency of cleft and pseudo-cleft construc-
tions. Based on the corpus findings, a slight change in the frequency of cleft and
pseudo-cleft constructions is identified in English, while these constructions are
employed more frequently in English than in Greek texts during all three points
time (Table 8.6).

Diachronically, English cleft and pseudo-cleft constructions have slightly
increased from 59 per 10,000 sentences in 1990-1991 to 70 in 2003-2004
and 76 in 2009-2010. Overall, their frequency in English texts has increased by
28.9 per cent between 1990 and 2010.° However, any difference in the distribu-
tion of cleft and pseudo-cleft constructions through the years is not statistically
significant (p > 0.05), which suggests that the observed increase is most probably
a result of the inherent variability in the corpus data.
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Synchronically, cleft and pseudo-cleft constructions are employed more fre-
quently in English than in Greek popular science articles in 1990-1991 (59 vs
29 per 10,000 sentences), 2003-2004 (70 vs 44) and 2009-2010 (76 vs 56).
The diachronic analysis reveals that the difference between English and Greek
decreases through time by 55.6 per cent (Figure 8.3). The difference is statisti-
cally significant only in 1990-1991 (p < 0.05), but there is positive evidence in
tavour of the H; (BIC = -4.39), and the eftect size is very small (ELL = 0.00018).
English texts seem to have some limited potential of introducing change, but
given that no statistically significant development in the frequency of cleft and
pseudo-cleft constructions has been observed in the monolingual diachronic
Greek subcorpus, we cannot convincingly argue that Greek texts have moved
closer to English popular science articles in more recent years. The patterning of
cleft and pseudo-cleft constructions is a more promising area for investigation of
potential influence from English. For this reason, only the results of the qualita-
tive analysis are reported in the remainder of this section.

As has already been noted, a very specific type of cleft constructions is identi-
fied in Greek non-translated articles published in 1990-1991, while a much wider
range of constructions is observed in more recent years. It is worth reminding
here that cleft constructions cannot appear in reversed form in English. The fact
that Greek non-translated articles start making use of regular cleft constructions
only in 2003-2004, that is after translations from English start circulating widely,
is an indication that this change in their patterning might have been influenced
by English. To confirm this, it is necessary to examine the Greek translations of
the English articles (see section 8.3.3). A qualitative analysis of cleft constructions

m Cleft Pseudo-clefts ® Total

80

70

60

50

40

30

20

10 -

1990-1991 1990-1991 2003-2004 2003-2004 2009-2010 2009-2010
English Greek English Greek English Greek

Figure 8.3 Graphic representation of the frequency of cleft and pseudo-cleft con-
structions in non-translated English and Greek popular science articles
(per 10,000 sentences)
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also reveals that these appear in negative constructions in English articles pub-
lished during all three points in time. Once again, the fact that negative cleft
constructions only appear in non-translated Greek popular science articles from
2003-2004 onwards is an indication that preferred English patterns might have
influenced their use.

As with cleft constructions, the quantitative analysis suggests that there are some
substantial differences in the patterning of pseudo-cleft constructions between
English and Greek, especially in 1990-1991. Specifically, Greek employs only
wh-clefts in 1990-1991, typically in reversed form, whereas English makes use
of wh-clefts (Example 8.6), th-clefts (example 8.7), in both regular and reversed
torms, and a/l-cletts in regular form (Example 8.8). #/-clefts are used with a range
of lexical heads, such as the one, the reason, the thing and the time. Compared to
Greek non-translated articles, English articles show considerably higher syntactic
variation regarding pseudo-cleft constructions across all points in time. In subse-
quent years, Greek starts employing #h-clefts, but not all-clefts, and pseudo-cletts
start appearing in regular form, as seen during the previous stage of analysis.

The existence or non-existence of certain types of constructions in the different
corpus components is highly revealing and can inform us about the development

Example 8.6

What came floating out were thousands of tiny, beautifully preserved fossil
flowers.

(source: New Scientist 2008)

Example 8.7

The reason Greenway and Durrant-Whyte’s drones don’t need maps is that
they make their own.

(source: New Scientist 2003)

Example 8.8
All he can do is insist on the following three points.

(source: Scientific American1990)
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of cleft and pseudo-cleft constructions diachronically. In this case, three impor-
tant conclusions can be reached. Firstly, no significant diachronic developments
regarding patterning are observed in English popular science articles. Secondly,
Greek popular science articles started employing a much wider range of cleft and
pseudo-cleft constructions in more recent years compared to 1990-1991 possi-
bly imitating English patterns. Thirdly, different cleft and pseudo-cleft types seem
to be first observed in English texts and only later, if at all, in Greek texts, indi-
cating that they might originate in English (e.g. all-clefts). Although we cannot
argue with certainty that the frequency of cleft and pseudo-cleft constructions in
non-translated Greek articles has been affected by English, we can hypothesise
that the fact that Greek cleft constructions are employed in a wider range of
syntactic contexts in more recent years could be a result of an English influence,
where similar variety is observed.

8.3.3 The role of transiation

The last stage of analysis involves the examination of two subcorpora: the compa-
rable, monolingual (Greek), diachronic (2003-2010) subcorpus of non-translated
and translated popular science articles and the parallel, bilingual (English-Greek),
diachronic (2003-2010) subcorpus of popular science articles. Where relevant,
the texts are first compared for each period separately (synchronic analysis) and
then results from different time periods are contrasted (diachronic analysis).
Even though during the previous stages of analysis there was insufficient evidence
of a change in the frequency of cleft and pseudo-cleft constructions in Greek,
which could be traced back to English, the analysis of the frequency in relation
to translated texts is reported here mainly for the purpose of completeness and to
offer additional confirmation that no significant change is observed. At the same
time, to keep the discussion concise, frequency data are reported only about the
total frequency of both cleft and pseudo-cleft constructions. More attention is
given to the qualitative analysis of the patterning of these constructions.

Regarding the overall frequency, the corpus analysis reveals that similar pro-
portions of cleft and pseudo-cleft constructions are observed in translated and
non-translated Greek popular science articles, while translated texts employ these
constructions less frequently than their English source texts (Table 8.7).

Overall, translated texts employ cleft and pseudo-cleft constructions more fre-
quently than non-translated texts in 2003-2004 (60 vs 44 per 10,000 sentences)
and 2009-2010 (66 vs 56 per 10,000 sentences). Diachronically, the difference
between the two types of texts decreases by 46.8 per cent (Figure 8.4). However,
these differences are not statistically significant (p > 0.05) and, thus, we cannot
exclude that they have arisen by chance. Additionally, the total frequency with
which cleft and pseudo-cleft constructions are employed in translated articles
over the years has increased by only 10 per cent, which has not been found to be
statistically significant (p > 0.05). Based on these quantitative measures, cleft and
pseudo-cleft constructions are used with the same low frequency in both trans-
lated and non-translated texts across the years.
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Figure 8.4 Graphic representation of the frequency cleft and pseudo-cleft construc-
tions in non-translated and translated Greek popular science articles and
their English source texts (per 10,000 sentences)

Translated texts employ cleft and pseudo-cleft constructions less frequently
than their English source texts in 2003-2004 (35 vs 70 per 10,000 sentences)
and 2009-2010 (66 vs 76 per 10,000 sentences). The difference between the
two types of texts remains fairly stable through the years (Figure 8.4). The dif-
ferences observed are not statistically significant (p > 0.05). These findings con-
firm that, regarding the frequency of cleft and pseudo-cleft constructions, no
diachronic development has been introduced in Greek popular science articles
through translation from English.

The very similar results obtained from the comparison between translated and
non-translated texts and translated and source texts suggest that translated popu-
lar science articles do not differ significantly from either their source texts or
respective non-translated texts. However, there is one aspect of the frequency of
cleft and pseudo-cleft constructions that offers valuable insight into how trans-
lated texts employ these constructions. It might be expected that, given that
there is no significant difference in the frequency of cleft and pseudo-clefts con-
structions between translated and source texts, their frequency is identical or at
least very similar in the two types of texts. This is clearly not the case for cleft
constructions, while regarding pseudo-cleft greater similarities are observed in
2003-2004 than 2009-2010.

A closer look at concordance lines reveals that English cleft constructions are
not always translated as cleft constructions in Greek popular science articles. In
fact, there is only one cleft construction in the English source texts that has been
translated as a cleft in Greek. Conversely, there are also cases where a cleft con-
struction is used in the translated text but does not occur in the English source
text, as in Example 8.9.
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Example 8.9

As anyone who has struggled with their weight knows, losing pounds in
the short term is relatively easy—the real challenge is keeping them off.

(source: New Scientist 2004 )

Onwg moAd Kodd yvopilovv ta vrépPfapo dTopo mov £X0VV 0KOAOVONGEL
ToAAEG dlanteg katd ™ ddpkelo ¢ {ong Tovg, dev etval OGO 1 amOAEL
TOV TEPITTOV KAV OV amotedel d0OKOAN dladikacia, 0G0 1 SloTPNOoY| TOVL
Bapovg petd v vrofoln ce diarta.

(source: Vima Science 2004)

[back translation ]

As overweight people who have followed many diets in their life know
very well, it is not so much the loss of excess weight that is difficult, but
rather keeping the same weight after submitting to a diet.

Example 8.9 offers a very clear indication of the way in which the translated
text is edited to meet the linguistic conventions of the target audience. The target
sentence is more elaborate (almost two times longer), expressing the meaning
of the source sentence explicitly and using rather formal vocabulary (e.g. loss of
excess weight, submitting to a diet). A very typical structure in Greek that is used
to add emphasis, that is dev eivar 1660 . . . 600 (it is not so much . . . but), is
combined with a cleft construction, resulting in additional emphasis. The reason
the translator decided to place that much emphasis on this sentence is not clear,
but it is obvious that he or she made an effort to communicate the meaning of
the original sentence as explicitly as possible.

Examining the patterning of pseudo-cleft constructions more closely, it appears
that in most cases, pseudo-clefts in Greek translated texts originate in similar con-
structions employed in the English source texts, as in Example 8.10. In some
cases, cleft constructions in English have been translated as pseudo-cleft con-
structions in Greek, as in Example 8.11. These examples provide evidence that
contrary to cleft constructions, pseudo-cleft constructions found in English are
more easily rendered into similar pseudo-cleft constructions in Greek. This is pos-
sibly due to the fact that they are also more frequently used in Greek compared
to cleft constructions (see Section 8.3.1). However, there are still cases where
English pseudo-cleft constructions have not been rendered as such in Greek, and
vice versa. Thus, even though no change in the frequency is observed, it appears
that pseudo-cleft constructions carry more potential for such change to occur in
the future.

In the previous section, it was found that cleft constructions where the fore-
grounded element follows the copular verb have been identified for the first time
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Example 8.10

What came floating out were thousands of tiny, beautifully preserved fossil
flowers.

(source: New Scientist 2008)

AVt mOV TOpEpEVE GTNV EMLPAVELD. TOV NOLOV NTaV YIMASES WMKPOGKOTIKA
e€apetikd Kodd dtatnpnuéva amoMbopate avswv.

(source: Vima Science2009)
[back translation ]

What remained on the surface of the filter were thousands of tiny, well-
preserved fossil flowers.

Example 8.11
It’s washing that causes the problem.
(source: New Scientist2008)
Avtd oL TOVG dNpovpYEl TPOPANUA gival TO TAVGIUO.
(source: Vima Science 2009)

[back translation ]
What causes them trouble is washing.

in Greek non-translated articles produced during 2003-2004. Similar construc-
tions are found in translated articles produced during the same period, as in
Example 8.9, which is repeated here for ease of reference. It is also interesting to
note that translated articles published in 2003-2004, also employ cleft construc-
tions with negation.

In translated articles published in 2009-2010, only cleft constructions where
the foregrounded element follows the copular verb are employed, and all instances
of these also employ negation. The use of a demonstrative pronoun in cleft con-
structions, which has been identified as a specific type of cleft constructions
employed in Greek non-translated articles, does not appear in translated articles
produced at either point in time examined here. These observations indicate that
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Example 8.9

Onwg mold kodd yvopilovv to vrépPapa dTopo mTOL €YOVV aKOAOLONGEL
moAAEG dlonteg katd ™ ddpkeln ¢ {wNg Tovg, dev gival OGO 1 aTOAEL
TOV TEPITTOV KAV OV 0moTeAel dVOKOAN dladikacia, OG0 1 SloThPNOoT| TOVL
Bapovg petd v vrofoln ce diarta.

(source: Vima Science 2004 )

[near-literal translation |

As overweight people who have followed many diets in their life know
very well, it is not so much the loss of excess weight that is difficult, but
rather keeping the same weight after submitting to a diet.

translated texts make use of more prototypical types of cleft constructions, pos-
sibly as a result of influence from English where cleft constructions cannot appear
with the foregrounded element at sentence-initial position. The use of these con-
structions might then spread from translated to non-translated texts, resulting
in more variation regarding cleft constructions in non-translated Greek popular
science articles.

If we examine the concordance lines of pseudo-cleft constructions qualita-
tively, we observe some differences in the use of pseudo-cleft constructions in
Greek translated and non-translated texts, which are more revealing than their
similarities. Although there is similar variation in the different types of pseudo-
cleft constructions between translated and non-translated texts, with both wh-
clefts and #h-clefts employed, translated articles also employ ali-clefts, albeit only
in 2009-2010 (Example 8.12).

Additionally, in translated texts, only wh-clefts appear in both regular and
reversed form, while #/-clefts appear only in regular form, and a//-clefts only in
reversed in both 2003-2004 and 2009-2010. A further difference can be found
in the use of #h-clefts, where although non-translated articles use only the lexical
head o Adyog (the reason), translated texts prefer the lexical head to mpdypa (the
thing) in both 2003-2004 and 2009-2010.

It is interesting that non-translated and translated texts employ difterent lexi-
cal heads, suggesting that in the case of #/-clefts, while the general pattern might
be borrowed from translated texts, once the construction enters the language it
interacts with native elements to serve the linguistic needs of the target language.
However, the small proportion of #h-clefts does not allow for reliable conclusions
to be reached. The qualitative analysis suggests that no significant differences are
observed in translated texts diachronically, while non-translated texts seem to
imitate translated ones and not vice versa. In other words, there is no instance
of a pattern found in non-translated texts that is not identified in translated texts
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Example 8.12

Meréteg éxovv dei&el OtL évo mepIPAALOV TOL EMGEIKVVEL PPOVTION Yo TNV
avOTPOPN TOL KOl 1 omaoyOAnon, poll pe tov yovio, pe moryvidlo 0mws To
KpLPTO, 01 KVPOL Kot Tor TOLPAGKLL, T TOSIKA Tpayouddkio 1 1 To&vounon
oynuatov gtvor 6,11 ypetdletar Eva moudi Yo va avénoet Tov dgiktn gupuiog
TOV KOl VO (TOKTNOEL EVOLOPEPOV V1oL TN Habnom.

(source: Vima Science 2009)

[near-literal translation |

Studies have shown that an environment that demonstrates care for its
upbringing and the engagement, with the parent, with games such as peek-
aboo, building blocks, nursery rhymes or shape sorting is all a child needs
to increase its IQ level and acquire interest in learning.

as well, while the reverse has been observed, notably with a//-clefts. Similarly, no
pattern has been observed in translated texts, which has not been observed in the
English source texts. For example, a//~clefts are employed in English texts during
all three points in time, they appear in translated texts in 2009-2010, but are not
found in non-translated Greek articles.

8.4 Discussion

The aim of this case study has been to examine whether the use (i.e. frequency
and patterning) of cleft and pseudo-cleft constructions has changed through time
in Greek non-translated popular science articles, and to what extent any observed
developments might be attributed to contact with English through translation.
A multiple corpus triangulation approach has been adopted, where triangulation
occurred through a combination of both different corpora and different methods
in their investigation.

Regarding the frequency of cleft and pseudo-cleft constructions, there is not
sufficient evidence to suggest that these have become more frequent in non-
translated Greek popular science articles as a result of contact with English
through translation. There is also no clear indication that their frequency might
be different between English and Greek, which would imply a potential future
development. Finally, translated Greek popular science articles do not differ sig-
nificantly from either their English source texts or Greek non-translated popular
science articles. However, it is important to note that the very small number of
identified patterns, especially for Greek cleft constructions, might also be respon-
sible for the lack of statistical significance in the results. This is a possible indica-
tion that, while small corpora might generally be appropriate for the examination
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of morphosyntactic features (Biber et al. 1998; Givon 1995; Hundt and Leech
2012), for these specific features a larger corpus than the one employed in this
case study might be necessary.

Although Greek non-translated popular science articles do not seem to be
influenced by the frequency with which cleft and pseudo-cleft constructions are
employed in English, they appear to be influenced by the variation of their syn-
tactic patterning, and there is a development in the range of syntactic realisations
of Greek cleft and pseudo-cleft constructions, as the qualitative analysis seems to
suggest. In particular, the unique type of cleft construction, with a demonstrative
pronoun, is used less frequently after 2003-2004. During those years, regular
cleft constructions also start being employed, as well as constructions including
negation. These syntactic patterns are also observed in English texts, and in their
Greek translations, indicating some influence from English through translation.
Regarding pseudo-cleft constructions, the preferred syntactic realisation in non-
translated Greek articles in 1990-1991 is reversed wh-clefts. Since 2003-2004,
th-clefts are also used, and regular forms become more frequent. Similar patterns
are also observed in English source texts and their Greek translations. Generally,
there is no pattern observed in non-translated articles published in 2003-2004
and 2009-2010, which has not been observed in translated articles published
during the same periods. In turn, there is no pattern observed in translated arti-
cles published in 2003-2004 and 2009-2010, which has not been observed in
their English source texts. Thus, based on the qualitative analysis, we can hypoth-
esise that the patterning of cleft and pseudo-cleft constructions in Greek has
changed diachronically and that this change has been encouraged to an extent by
the contact with English through translation.

While it is not possible to claim with any certainly that translation might play
a role in linguistic developments in the target language, at least as far as the use
of cleft and pseudo-cleft constructions in Greek popular science articles is con-
cerned, this should not detract the value of the present case study, which show-
cases how multiple corpus triangulation might be employed and its advantages
are. Firstly, by employing corpus data triangulation and cross-examining different
corpora of translated and non-translated articles in two different languages, it has
been possible to exhaustively examine all possible relations among these, to an
equal level of detail. This combination allows for a broad range of comparisons to
be made, which investigate the factors that might explain any similarities or differ-
ences in the data. Without such a combination, it would not have been possible
to provide a coherent answer to the set of research questions. Secondly, corpus
method triangulation allowed us to identify patterns in the data, by scrutinising
data from different perspectives. Corpus method triangulation has proven par-
ticularly useful in this case study since a large number of corpora have been exam-
ined and a range of patterns have been identified. To illustrate how each method
has been indispensable, we can consider what each has offered, and what conclu-
sions would have been reached, had it not been employed. For example, if only
descriptive statistics had been used in this case study, we could have argued that
cleft and pseudo-clefts constructions are employed more frequently in Greek in
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recent years and that this increase in frequency can be related to the influence of
English through translation. However, the situation is not so straightforward, and
it is inferential statistics that provided this information. Further, the use of quali-
tative methods suggests that while significant differences in the frequency of these
constructions might not be observed, some changes in their patterning could be
attributed to contact with English through translation. This demonstrates that
corpus method triangulation can occur when different methods produce contra-
dicting results. As with the previous case study, although the focus is on a specific
language pair, genre and linguistic features, the corpus design and methodology
can be applied to the study of translation as a language contact phenomenon in a
broad range of languages, genres and linguistic features.

8.5 Conclusion

As far as the genre of popular science is concerned, previous arguments (Kara-
nasios 2008; Apostolou-Panara 1999) suggesting that cleft and pseudo-cleft
constructions have become more frequent due to contact with English cannot
be adequately supported, at least for any observable change between 1990 and
2010. The possible changes that have been observed in the 20-year period exam-
ined are related to the patterning of these constructions, rather than to their
frequency. It is, however, likely that a change in the frequency of these construc-
tions occurred before 1990 and that, once the frequency has been established,
a change took place at a different level. However, direct translations of English
popular science articles would not have played any significant role in this case,
since they did not exist before 2003, and thus this frequential change must have
reached the language of popular science articles through other means. While the
aim here is not to confirm or contradict findings of previous studies on the topic,
it is clear that the use of corpus triangulation approaches has allowed us to analyse
data exhaustively and shed light on new aspects of translation and its relation to
language change, which would not have been revealed otherwise. In that sense,
the conclusions reached by previous studies are not right or wrong, when com-
pared to those reached by this case study, but simply incomplete.

Notes

1 Greek translated popular science articles are often edited in terms of content before
being published, a process that results in target texts being shorter than their source
texts. As a result, the corpus components consisting of English articles are fairly
larger than 100,000 words. This discrepancy does affect the comparability of cor-
pus data, as both raw and normalised frequencies are reported.

2 For example, in the case of the newspaper To Vima, the 1990-1991 one-page sec-
tion titled Pros to Avrio (To the Future) later developed into a much longer section
of the newspaper specifically dedicated to popular science issues, titled Vima Sci-
ence, which includes both non-translated and translated articles from New Scientist.

3 This is due to the marked decline in the publication of translated popular science
articles in Greece, which is particularly noticeable in 2009. The main factor behind
this decline is probably the socioeconomic situation of the country during that
period. Since translation projects, as well as obtaining the legal rights for translation,
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are costly, translations were reduced to a minimum. Ultimately, all Greek editions
of Anglophone publications stopped circulating and a considerably smaller number
of translated articles were included in Vima Science. An additional reason for the
decline could be the establishment of the genre of popular science in Greece. Over
time and initially with the help of translated publications, popular science became
established as a genre in Greece, and a sufficient volume of non-translated articles
could be produced, thus reducing the need for translations.

4 For brevity and clarity of argumentation, only normalised frequencies are reported
in the discussion. For raw frequencies, readers should consult the detailed tables in
each section.

5 It is interesting that contrary to what has been argued by Collins (1991), pseudo-
cleft constructions are more frequent than cleft construction in English popular
science.
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Conclusion

With this section, we conclude the overview of corpus triangulation and high-
light, what could be considered, the most significant contributions of this book.
It this book has accomplished nothing else, I hope it has given some indication of
the considerable research potential of triangulation techniques. Although corpus
triangulation will not be able to answer all questions in translation studies, it is
hopefully a step towards the advancement of the field of corpus-based translation
studies. Therefore, this book should be treated as an introduction to corpus tri-
angulation, and there is certainly much scope for its future development.
Following from the Introduction, when corpus-based methods were first
introduced into translation studies, the discipline underwent what is described by
Olohan (2004, p. 1) as “early teenage angst, secking to develop its own corpus-
related image while coming to terms with other self-centred preoccupations”.
On a similar vein, although almost a decade later, Zanettin (2012, p. 206) noted
that “corpus-based translations studies are still at an early stage of development,
and have not yet risen to fully meet the promises foreshadowed by new method-
ologies”. These statements can be treated as a call to maturity for corpus-based
translation studies, to develop its own methods, based on its unique needs and
preoccupations, and not simply adopt those handed down by linguistics. Maturity
will, undoubtedly, not come overnight; after all the full development of corpus-
based methods “represents a long-term investment for the field of Translation
Studies” (Tymoczko 1998, p. 658). The corpus triangulation framework might
not be the definite sign of maturity for the discipline, but it certainly assists in its
coming-of-age, and there are many ways in which this book contributes to this.
Perhaps the most obvious contribution of this book is that it offers a novel
and much-needed framework for the analysis of translation-related phenomena,
which allows for the combination of different corpora (e.g. comparable, parallel,
synchronic, diachronic) and/or different methods of analysis (e.g. quantitative
and qualitative). This new methodological framework allows for existing ques-
tions in translation studies to be answered more confidently and provides answers
to new questions. Naturally, it will not be able to offer answers to all questions,
but any answers will be as comprehensive as possible. In other words, following
Risjord (2000), the ultimate aim of corpus triangulation is to leave fewer ques-
tions unanswered and fewer answers unquestioned. The case studies presented
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in this book have shown how corpus triangulation can offer detailed insight into
translation-related phenomena, at points challenging existing assumptions.

Another significant contribution is the emphasis the book places on integra-
tion as a distinguishing characteristic of triangulation. This helps distinguish
between ‘real’ triangulation and ad hoc combinations of corpus data and meth-
ods attempted in translation studies. Integration is also an important research
parameter which can increase rigour and reduce the risk of bias. Research in
corpus-based translation studies, and translation studies more generally, can
also benefit by the importance given to both convergence and divergence, thus
challenging existing assumptions that triangulation can only be performed to
increase validity (i.e. to establish convergence). Especially the second case study
(Chapters 7 and 8) on the relationship between translation and language change,
where the results from the quantitative and qualitative analysis pointed to differ-
ent directions, clearly demonstrates how divergence in the results can increase
our understanding of a phenomenon and generate hypotheses.

On a more practical level, the present book offers corpus-based translation
studies a new typology for the description of corpora, which is based on the
idea of variables, values and attributes (VVA typology). Its significant descriptive
potential derives from its flexibility and comprehensiveness, and, while this has
been purposefully created to inform the corpus data triangulation framework,
it can be ecasily adopted in any corpus-based project and offers a common and
clear terminology to be used across corpus-based translation studies. At the same
time, the model of corpus method triangulation developed in this book stresses
the importance of employing not only both qualitative and quantitative methods
of corpus analysis, but also combining different quantitative methods, not least
inferential statistics, which tend to be neglected in translation studies. To dem-
onstrate the potential of quantitative methods, the first case study (Chapters 5
and 6) on the language of translation makes use of only quantitative methods
and, yet, reaches insightful conclusions that provide adequate answers to the
research questions. This is not to say that qualitative methods should not be used
in corpus-based research, but rather that we should acknowledge the importance
of quantitative methods, which, if combined in an integrated manner, can offer
significant insight into a phenomenon.

The two case studies described in this book also demonstrate that corpus trian-
gulation has not been developed with specific research questions, texts, features
or languages in mind, but is a truly universal framework with wide applicability.
Specifically, although limited in number, the case studies manage to focus not
only on two distinct translation-related phenomena, but also foreground research
into both literary and non-literary texts. Moreover, they apply the triangulation
framework to the examination of texts produced at different time periods, suc-
cessfully combining diachronic and synchronic corpora. Triangulation has also
been shown to be suitable for the examination of different linguistics features
operating at the word (i.e. connectives) and sentence level (i.e. cleft and pseudo-
cleft constructions). Finally, two different language pairs are examined, each with
its own idiosyncrasies.
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It might appear, however, that this book foregrounds a corpus design where
translated, non-translated and source texts are combined resulting in a similar
number of components for each corpus. This similar corpus design can be said to
have come about by coincidence, given that the focus in the first case study is on
different genres, while in the second on different time periods. Three elements
are selected for each case study (i.e. three genres and three points in time), which
is related to the image of the triangle (see Chapter 2), resulting in similarities in
corpus design. Moreover, due to the limited availability of English translations
of children’s and non-fiction books, it has not been possible to create a recipro-
cal corpus for the first case study (Chapters 5 and 6), which would allow for the
investigation of the translation direction as a possible factor affecting the use of
connectives, but would also result in a larger number of corpus components and
a more complex corpus design. However, we need to recognise that a number of
different combinations are possible, which can include more than three elements,
resulting in the image of the crystal mentioned in Chapter 2. It is possible that, at
some point in the future, as corpus triangulation techniques develop further, we
will see more varied corpus designs, which might also come closer to that crystal
image.

Finally, a clear indication that the corpus triangulation framework developed
in this book contributes towards the advancing of corpus-based translation stud-
ies is that it is perhaps the first time that translation studies is not making use of
tried and tested methods developed by corpus linguistics, but instead develops its
own methodology. Not only that, but it is also the first time that the roles can be
reversed and corpus linguistics can adopt this new methodological framework for
the study of language. However, it is not just corpus linguistics that can benefit
from this triangulation framework. Any discipline where corpora have tradition-
ally been used, or where they might be used in the future, can rely on corpus
triangulation principles to increase its understanding of the phenomena it focuses
on. For instance, stylistics might use a corpus triangulation design, similar to that
described in Chapter 6, to investigate features related to specific writers or trans-
lators. By the same token, the corpus design described in Chapter 8 would be of
relevance to historical linguistics. Even though longitudinal studies are typically
considered as not being triangulated since they do not focus on convergence
(Kimchi et al. 1991), as argued in Chapter 2, and elsewhere in the book, triangu-
lation is interested in both convergence and divergence, which is also supported
by Denzin in his updated account of triangulation (1989). Literary studies might
also use a similar corpus design to examine the diachronic development of literary
norms and styles. Finally, as corpus linguistics finds applications in the social sci-
ences (e.g. Dayrell and Urry 2015; Hardaker and Mcglashan 2016), the poten-
tial of corpus triangulation can be further expanded; in a sense returning to the
discipline where triangulation, as we understand it today, originates. What makes
corpus triangulation so utterly exciting is that it offers considerable scope for
fertilisation of other disciplines and there is no reason why this framework should
be limited to corpus-based translation studies. We must remember, however, that
combining corpus-based methods with methods from other disciplines has always
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been, and remains, a challenge (McEnery and Hardie 2012). Perhaps now that
corpus-based translation studies has slowly started embracing maturity, it can let
go of (most) its self-centred preoccupations, and start considering more carefully
how it can reach out to other disciplines.
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Appendix 1

Non-translated English fiction books

Title Year Author Words

No Country for Old Men 2005 Cormac McCarthy 69,360
White Teeth 2000 Zadie Smith 169,930
The Help 2009 Stockett Kathryn 159,957
The Kite Runner 2003 Khaled Hosseini 107,287
Oryx and Crake 2003 Margaret Atwood 101,284
Middlesex 2002 Jettrey Eugenides 196,084
Water for Elephants 2006 Sara Gruen 100,031
American Gods 2001 Neil Gaiman 184,126
Atonement 2001 Tan McEwan 123,820
Total 1,211,879
Non-translated Russian fiction books

Title Year Author Words
CaHbKs 2006 3axap [Ipunenux 76,633
Kbich 2001 Tarbsna Toncras 69,395
Pr16a: Mcropust oqHOM MHUTpanuu 2006 Ierp AnemkoBckuit 63,753
K. 2006 Jmutpuit beiko 193,492
CpsillieHHast KHUTa 000POTHsI 2004 Buxkrop IleneBun 77,719
ITyts Mypu 2007 Wnbs Bosios 36,759
Kamenns1ii moct 2009 Anexkcannp Tepexos 205,308
2017 2006 Osbra CnaBHHKOBa 131,977
Bensrii lanxait 2010 OnbBupa bapskuna 142,961
Total 997,997
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Non-translated English children’s fiction books

Title Year  Author Words
The Lightning Thief 2005 Rick Riordan 87,587
The End! 2006 Lemony Snicket 51,817
(pen name of
Daniel Handler)
Harry Potter and the Deathly Hallows 2007 J. K. Rowling 198,512
The Boy in the Stripped Pyjamas 2006 John Boyne 46,689
Coraline 2002 Neil Gaiman 30,745
Clockwork Angel 2010 Cassandra Clare 132,577
Looking for Alaska 2005 John Green 69,220
The Girl Who Circumnavigated Fairyland 2011  Catherynne M. 81,818
in a Ship of Her Own Making Valente
Gathering Blue 2000 Lois Lowry 48,014
Miss Peregrine’s Home for Peculiar Children 2011 Ransom Riggs 85,479
The One 2014 Kiera Cass 74,337
The Maze Runner 2009 James Dashner 101,168
The Evolution of Calpurnin Tate 2009 Jacqueline Kelly 81,444
Divergent 2011 Victoria Roth 105,344
Total 1,194,751
Non-translated Russian children’s fiction books
Title Year Author Words
ACTpOBUTSAHKA 2008 Huxkonait ['opbkaBbrii 126,046
JIBe KpyrocBeTk! 2012 Enena JlenkoBckast 52,196
KwsHb cpenu moneit 2015 Anuca Pexynosa 95,601
Ky3s, Mumka, Bepouka u npyrue 2011 Tarpsiaa ['yOuna 65,004
HHUYEHHBIE IETH
AcHHoO 11eT0 2014 Tamapa MuxeeBa 50,629
Camast Miaamas 2014 Jlapuca PomanoBckas 60,772
Bonbroii Keiri 2006 Muiia Binnosa 75,415
Tpu ckazku 00 Uramumn 2008 Caemana JlaBpoBa 40,039
Knace xoppexuun 2007 Exarepuna MyparoBa 30,306
Jlom, B kKoTOpOM . . . Kypubimuk 2009 Mapuawm [lerpocsin 69,328
31aech BaM He IPUYMHAT HUKAKOIO 2006 Amnppeii XKBaneBckuid, 61,068
Bpena Hrops MbiTbKO
Kanpin—Bnaneiuuna rop 2011 Awnna Hukonbckast 24531
Yacomen. YacoBoii KiIr0d 2011 Harauest [l{epba 77,550
Mecto CHoB 2006 Onyapn Bepkun 99,719
Mar Ha 1Ba yaca 2009 Tamapa KprokoBa 31,015
Kopous xutpoctn 2004 Jmutpuit Emerg 46,853

Total

1,006,072
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Non-translated English non-fiction books

Title Year Auwthor Words

Fast Food Nation 2001 Eric Schlosser 108,989

Freakonomics 2005 Steven D. Levitt 58,487

Stephen J. Dubner

Blink: The Power of Thinking 2005 Malcolm Gladwell 70,867
Without Thinking

The Evolution of God 2009 Robert Wright 159,933

Stiff: The Curious Lives of 2003 Mary Roach 77,090
Human Cadavers

The Emperor of All Maladies 2010 Siddhartha Mukherjee 171,807

Collapse: How Societies 2005 Jared M. Diamond 216,558
Choose to Fail or Succeed

The Swerve: How the World 2011 Stephen Greenblatt 81,871
Became Modern

Gulag: A History 2003 Anne Applebaum 236,053

Total 1,181,655

Non-translated Russian non-fiction books

Title Year  Author Words

HcTopus 0TMOPOKEHHBIX B 2007  Anexcannp HukoHoB 81,503
KOHTEKCTe I100aIbHOr0
MOTEIJICHUS

I'mm-kanuranusm 2008  Jmurpuii MiBanoB 28,531

l'eononutrka: Kak Oto Jlemaercst 2014 Hukomaii Crapukos 71,988

[ToBenuTenbHOE HAKIIOHEHHE 2010  Omer Margeiiues 110,104
HCTOPHU

CymMa OMOTEXHOJIOTHU 2015  Aunekcanp [Tanunn 78,231

CynepoObeKTsI. 3Be3/bI 2015  Cepreii ITonos 47,220
pazMepoM ¢ ropoj

Iennas peakuus. HenssectHas 2013  Ouer @eiirun 52,482
HCTOPHS CO3aHHsI aTOMHON
O60MOBI

[ToueMy s13bIKM Takue pa3HBIE. 2010  Buagumup ITnyHrsH 73,111
TTonynsipHasi TMHTBUCTHKA

Poxnenue cnoxHOCTH 2010  Anexcanap Mapkos 96,238

I'paButanus 2013  Anexcanap Iletpos 63,219

3akat umnepun nowapa u korermr 2003 Avpapeit KoGsiko,Muxann 67,540
“Pax Americana” XasuH

Ipoext Poccust 2006  Various authors 68,197

Lynamu 2010-x romos 2008 Makcum Kanammsukos 171,416

Total

1,009,780
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Translated Russian fiction books

Title Year Translator(s) Words
CrapukaM TyT HE MECTO 2009 Banepuiit Munymux 51,012
Benpie 3y0bt 2005 Mapust MenpHIYEHKO 138,660
[pucnyra 2010 Mapust AsiekcaHapoBa 139,416
Berymuii 3a BeTpom 2008 Cepreil Coxonos 77,565
Opuxkc u Kopocrens 2004 Haranss ['opneesa 79,569
Cpennuii on 2003 Mapus Jlannna 163,437
Boxp! ciionam! 2007 Mapus danukman 84,236
AwmepukaHckue 00oru 2009 Bagnv Muxaiinnn 169,217
Hckyruienue 2004 Wpuna JJoponnna 106,603
Total 1,009,715
Translated Russian children’s fiction books
Title Year  Translator Words
Iepcu JIxexcon u moxututenab 2009  BnaaumupCumMoHOB 79,572

MOJIHUH
Konen! 2007 HaranmusPaxmanoBa 42,439
Tappu ITorrep u Japst Cmeptn 2007  Maiis Jlaxytu, Cepreii Unbun 167,999
Maunsuuk B nmonocaroii mmxkame 2016  Emena ITonemnkast 37,349
Kopanuna 2009 Esrenwmii Kononenko 22288
MexaHn4ecKuil aHresn 2012 JI. 5. ConoBbeBa 128,849
B nounckax Anscku 2012 Ommus denmoposa 62,275
JleBouka, KoTopasi oobexana 2014 benenxoBuu Bragumup 59,199

Bonme6nyro Ctpany Ha

caMoJieTIbHOM Kopabiie
B nonckax cuHero 2015 Cepreii Ilerpos 37,164
JloMm cTpaHHBIX aeTeit 2012 Enena Boposas 79,446
EnuncTBeHHAs 2014 Upuna Terepuna 67,394
Berymuii B Jlabupunte 2014 murpuii EBrymenko 90,672
Opomonus Konmypuun Teitr 2015 Ognbra Byxuna, 'anuna TuMoH 60,837
JluBepreHt 2014 Anekcanapa Kunanosa 84513
Total 1,019,996
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Translated Russian non-fiction books

Title Year Transiator Words
Hanust dacrdyna 2016  A. JlorBuHcKast 84,267
DpUKOHOMHUKA 2016 4. JleGeneuxo 58,214
O3zapenue. Cuiia MrHOBEHHBIX peLICHUN 2010  Bsuecnas JlorBuHOB 56,652
OBomornust 6ora 2012  VYnesna BanmepreBHa 140,404
CariHa
Kanasp. Kak teno nocne cmepru ciayxxur 2011 Taresna Moconosa 66,630
HayKe
Laps Bcex Gonesneii. buorpadus paka 2013 M. Bunorpanosa 145,477
Kosnaric: mouemy ofHu 00IecTBa 2010  O. Xanen, A. 192,788
BBDKMBAIOT, & IPyTUE YMUPAIOT Muxaiinosa, 1.
Huxkonaes
Peneccanc. Y HCTOKOB COBPEMEHHOCTH 2013  U. JlobaHoB 61,906
I'VIIAT'. ITaytuna Bosnbiioro Teppopa 2015  Jleonmn MortbuieB 178,737

Total 985,075
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Non-translated Greek popular science articles 1990-1991

Title Date Words
Iepioromio e Emotiuns (Periscope of Science)

1. Avolntovtag Ty Inyn g veotnTag 05/1991 3,940

2. I'evon: Mo moAvdidototn aicnon 10,/1990 2,143

3. "Evog vrepemitayvvtig yo tnv Evpdnn 12/1991 2,114

4. Evépyela amd tov nio 03/1991 6,249

5. H vécog tov tpeddv ayelddmv 06,/1991 2,571

0. Hlextpovikn ohoypagpio yopic 12/1991 1,029

NAEKTPOLOYVITIKOVG (pOKOVG
7. Konwon: H acBevela g emoyng 06/1990 3,373
8. Mayvntovdpodvvopkog kivntipag: T'a mioia 6o 06,/1991 1,275
KOTOPYNOEL TV EMKOL,

9. O unyoviopdg g dlyag 02/1991 2,757
10. 006veg VYPOV KPLGTAAA®V 06,/1990 3,337
11. O pehhovtikég e€eli&elc 6to avtokivnto 09,/1991 2,575
12. To Mikpookdnio mpwtoviemv 09/1991 1,171
Total 32,534
To Bnijpo (To Vima)—IIpog to Avpro (Pros to Avrio)

1. “E&umva” veaouoTo 14,/10,/1990 172

2. “E&unvo” evpomaikd omitt 15/12 /1991 473

3. “Kdapteg” avti yo to ypripa 01,/07,/1990 312

4. “A0YIKES” OIKIOKEG CLOKEVEG 10,/06,/1990 395

5. “Yopoprog” toketdg 07,/04,/1991 190

6. Brick, n eravdotaon 6toug VITOAOYIOTEG 16/06,/1991 474

7. Cameo, 0 NAEKTPOVIKOG TUPOGPESTNG 21/04/1991 419

8. To aotépt v voutikdy mebaivet 15/07 /1990 298

9. To vl kot tng kKeotopofiog 03,/06,/1990 360
10. AMGETE KavaM pe va 6TUAO 30,/09,/1990 170
11. AVOTOHKO TANKTPOAOYLO 21/10,/1990 135
12. AvTiIAokd ToVKAUIGOo 07,/07 /1991 163
13. AdpoTor NAEKTPOVIKOT KOOIKES 17/11/1991 274
14. Aprovdeg Yo Oepameio 29/09,/1991 161

(Continued)



(Continued)

Title Date Words
15. Apopotikég Tayideg eviopov 24,/03,/1991 336
16. AcUOpUOTO LEYAPMVO: EMAVAGTOON OTN 25,/08,/1991 293
GTEPEOPMVIN
17. AvTOpATOC TIAOTOG Y10 AVTOKIVITO 21/10/1990 95
18. AvTOpOTOG TIMOTOG VOIKOKVPLOD 20/10/1991 389
19. Boaktnpidia yio mepiocdtepo y10vi 6Tig 30,/09,/1990 287
KLOVOSPOUIKES TTLOTES
20. Baxmpidia yio ) didcwon tev apyaiov 02/12,/1990 295
21. Baktnpidioktovo Deacpo. 28,/04,/1991 344
22. Bhafepd 10 yAdpro Tov vepov 04,/11/1990 216
23. BAémovtag tovg yoha&ieg amo tov . . . fuBd Tov 18,/08,/1991 357
®KEOVOV!
24. Bpébnke 1o eMéipro g vedtTog; 09,/09,/1990 369
25. Bpeite 10 yopévo oo moudi e kopmovtep 26,/05/1991 275
26. Tolalua vepd yopig kapyapieg 08,/12/1991 271
27. Thomtikn pe AMélep 25/11/1990 300
28. TCovidio amd ayproyopta evavtiov g Enpaciog! 05/08,/1990 399
29. T'ovidio kot Tov Tlyov 11,/08,/1991 158
30. Tvald xo tex 23/12/1990 320
31. Aldyvoon koapkivov og AMyo Aemtd 20,/05,/1990 345
32. AGyvoon Aovumdyko 04,/11,/1990 292
33. Aopvpopikn frvteobnkn 16,/09,/1990 283
34. Aopvpdpot “cuvevvoovvtor” pe Aélep 12/05,/1991 331
35. Eyypaon| oto Bivieo pe évav apiBpo 24/02/1991 275
36. Epporio yio tov dafnn; 12/05,/1991 125
37. ‘Eva Brjua wo kovtd 6to teyvnto oipo 02,/06,/1991 225
38. "Eva. évopo évoyo yio. tov dafnin 23,/09,/1990 126
39. "Eva popmdt yio to DNA 04/11,/1990 250
40. "Evog 160G ppaoocet Tig aptnpieg 07/10/1990 167
41. ‘Evog petappoctig Toémng opAel Kot pe 19,/08,/1990 302
TPOPOPa
42. "Evoig ToApIyavog EKTOTOTHG 18/11/1990 188
43. Evéoelg ywpig popo 22/12/1991 88
44. E&étaon odpov yo Aids 09/12/1990 172
45. "E€vmva Tl 30,/09,/1990 138
46. "E&umva vhkd 08,/07/1990 354
47. "Etowpo topi démote eoeig Oélete 28/07/1991 305
48. Evvovytopéveg vropdteg kot Oniokd poQt 18/11,/1990 343
49. Zoypogilovtag otnv thedpaon 25/11,/1990 231
50. H yevetikn Ogpameia ivor miéov yeyovog 23/09,/1990 237
51. H yonteio Tov mapiov 21/04,/1991 240
52. H poywcn kéyovia 02/12/1990 123
53. H poywn npila 23,/09,/1990 174
54. H téheta téxvn ™g Thactoypapiog 17,/06,/1990 307
55. H tprodidoratn tniedpoon ivar yeyovog 21,/10,/1990 234
56. Oa yovifovpe Kat . . . TNAEOTTIKMOG 25/08,/1991 215
57. Intépeva nAépova oty Evpomn 16/12 /1990 218
58. Intdpeve vroPpiyla 09,/06,/1991 351
59. Kabapiote o onitt cog pe okodma popmdt 30,/09,/1990 174




Title Date Words
60. Kot “popetoi” vroroylotég 24/11/1991 446
61. Kot porld tov . . . coMva 11/11/1990 149
62. Kot otkohoykd vTOHOKTOVOL 28/07/1991 247
63. Kot 0kohoytkn Kot oG Ypioems 16/06,/1991 301
64. Ko topa oxden pe . . . ptepd 16/12 /1990 136
65.  Koaoetopwvo DAT oe péyebog yovdxkpov 14,/10,/1990 145
66.  Koatookevn teyvntod dEpuatog 28,/04,/1991 385
67. KlMpotiopog oto ddmedo 31/03/1991 201
68.  Koyre 10 TO1YGpO HE £V EUTAAGTPO 23/09,/1990 124
69.  Addt and ™ Bdhacoa 21/04/1991 228
70.  Mayepéyte e VITOAOYIOTH 14,/10,/1990 179
71. Meybowvo amd Boktnpidia 07/04/1991 95
72. Mo “@oavtacTikn Tpoyratiky” dokiun 23/06/1991 276
73. M ewovo and yiheg Aé€eig 23,/09,/1990 216
74. Mo mopapido and yvari vydvetar oto ‘Efepeot 12,/08,/1990 442
75. MupdPro mapdyet Kavoo, ard oKovmTidlo 31/03/1991 149
76.  Moblvvon kot tpdmo. Tov 6{ovtog 17/11,/1991 137
77.  Mmumepodv mov aArdlel ypmpoTo 31/03/1991 171
78.  Mmniokdto ovorcOntikd 09/12/1990 138
79.  Mmovedv pe Oeppduetpo 23/12/1990 170
80.  Navotgyvoloylo Kot VOVOGUGKEVEG 08/12/1991 572
81.  Néo unyovn vtiCeh 31/03/1991 128
82.  Eefdgovv ta pmhov Qv pe . . . guyevh évivpo 16,/06,/1991 255
83.  Eevoydg 610 GOOmEPUAPKET 09/12/1990 159
84. O Proroykdg KOKAOG TG YOAEPIS 08,/09,/1991 110
85. O kopég dev PAamter 21/10,/1990 88
86. Ot poipondeg de Ho prAncovy 18/11,/1990 134
87. Ot tvehoi frénovy Béatpo 09/12,/1990 184
88.  Omtwég iveg kat’ oikov 11/11,/1990 136
89.  Orav ta mhaotikd Oa . . . puTpdvoLvy GTO 18,/08,/1991 315

xopaoo!
90.  Tlotdg éva Kovpmi Kot EpYovTaL To, YMdVIo, 07,/07 /1991 168
91. Totéra 21/10/1990 395
92.  IMhootwkoi poyvnteg 07/07/1991 185
93.  TloAvotpoen odovtofovptoa 31/03/1991 231
94.  IIpoéPata mov KOVPELOVTOL OV TOVG 12/05/1991 234
95.  IIpoguioxtikcd yio yovoikeg 17/11/1991 199
96. Ilwg pmopeite vo KOTOOKEVAGETE Eva ZOUTOV 02,/09,/1990 339
97.  Pavtép evavtiov eykAnpotog 11/11,/1990 166
98.  Poumdt yio emikiviuveg omoctorég 31/03/1991 271
99.  Zdaxyopo Yo TN GLVTPNON TPOPILOV 05/05/1991 112

100.  Ze Aiya ypovia Swaxomég otov Apn 13/10/1991 565

101.  Zkovmiddtomot ota PaOn TV mKEAVOV 27/01/1991 351

102.  Zto @OAAQ TO LVOTIKO TNG EVEPYELNG 17/03 /1991 253

103.  Zreipwon ota . . . putd 08/12/1991 104

104.  Zvvtayn yw . . . dewvoocavpoug! 11/08,/1991 473

105.  Xvokevf Topdyet voovAivn 07/07 /1991 176

106.  Teot yw tov kapkivo 30,/06/1991 262

107.  Tnkeopdoelg Toixov Gt . . . POTOYPUQic. 11/08,/1991 314

(Continued)



(Continued)

Title Date Words
108.  To avtokivnto tov péALOVTOG 30,/09,/1990 177
109.  To ghdmtepo mov . . . PAénet 28,/10,/1990 291
110.  To 1ep6 S16KOTOTNPO TNG BVOGOAOYi0G 10/11,/1991 508
111.  To xko ydvet Bapog 22/07 /1990 452
112.  To mpdypappo minpogopiknig Bliss 28,/10,/1990 193
113.  To omacuévo xépt Kiveital 07,/04,/1991 186
114.  To ocbyypovo onitt eivor TAacTIKO! 19/05,/1991 307
115.  To téhog TV Aopntipov 10/03,/1991 408
116.  Tpéva yopig unyovi 09/12 /1990 171
117.  Tormdote m Sk cog epnpepida 30/06/1991 384
118.  Topi yopic yoAnotepivn 25/11,/1990 82
119.  Tdpa kot wrdpevo ovtokivnto! 10/02/1991 302
120.  Topa keprodda ywpig kovkodToLlo 27/12/1991 256
121. Topo Kopmovtep Yo GTPATIOTES 15,/09,/1991 346
122, Yrepnymrwn peodpa 11/11,/1990 232
123.  Ymodopio avtichAinym dropkeiog 13/01,/1991 225
124.  Ymoboldooiog katdokomog g HOAuVoNG 22/12/1991 169
125.  Ymohoyiotég yopic TAnktpordylo 30,/09,/1990 223
126.  Ymoloywotig yia Afyoug 02/12/1990 135
127.  Ymoloywotig pavekév 21/10,/1990 126
128.  Ymohoywothg pE . . . uOTI Aoymvikoy 07,/07 /1991 585
129.  ®éppoxo yo ta nedio TV poydv 24,/02/1991 241
130.  ®dppoxo KaTd TOL TAVIKOD 25/11,/1990 83
131.  ®péoko tpravtdeuiro yio . . . €6l uiveg 25/11,/1990 178
132. doticpéva ypopocduaTo 03/11/1991 145
133.  Dotoypagio mOV PETOVSAPETAL LOVY TG 09/12,/1990 242
134. ®Dortoypagieg yopic . . . A 06,/10/1991 261
135. Xdapakag pe Aélep 11/11,/1990 105
136.  Xepovpykd epyareio. LG ¥pNOEMS 28/07 /1991 192
Total 33,932
To Néa (Ta Nea)
1. “®” énog potoypapio 22/02/1991 1,120
2. PC énwg motd okl 10,/03,/1990 969
3. Avddvvn &yyvon eappdkov yopig éveon 11/04,/1991 660
4. Buopivn A 07/11/1991 1,011
5.  Tuwtped and ™ pave yn 03/10/1991 1,232
6. Awpdvta . . . cov oAndwad 17,/08 /1990 1,130
7. EMnvikég yoBeg omd kopmovtep 26,/04,/1991 735
8. "Evog xopmoltep mov akovet 15,/06,/1990 818
9. ’Evag VoAOYIGTHG Y10 TOL Lo TPELG OVELPQL 16/01,/1991 956
10.  H yevetikn vanpétng pog 19,/09,/1991 1,201
11.  H toyvkopdia Oepancvetor pe “vootépt”! 26,/09,/1991 1,280
12. KdaBe endyyelpo o achévewn 24/11,/1990 1,116
13. Kotadnrteitor povpog ekdknmg 16/03,/1991 1,769
14.  Kovttapopetpio: Néa pébodog yio tv mpdyvmon 4,/04/1991 906
g mopeiag TG vosov
15. Mg 086vn kat . . . pohopt 25,/05,/1990 579
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Title Date Words
16.  Metakwvavtag ta cbvopa g {ong 03/01/1991 1,079
17. Muwo é&umvn Kopta Yo OLEG TIC GOVAELES 15/06,/1991 1,105
18. Otodnbwiéc . . . yedtikeg etcdveg 02/03/1991 1,189
19. Ot e&etdoeig pe pérpo! 05,/07/1990 1,293
20.  Ortav 10 TMAEP®VO XTUTAEL GTNV TGEMT TOV 01/12/1990 686

GOKOKLOD HLOG
21.  TIéAepog Aoyo . . . Pvteodiokov! 12/01,/1990 758
22.  TlovoképaAog 12/07 /1990 2453
23.  Ipogpumvoppoikd cuvipopo 16,/08,/1990 1,277
24, To “Poufd” avevpdopata 25/04/1991 1,112
25.  Teyvmtd péhn pe kpobmoAoyloty 08,/03,/1990 1,283
26.  Teyvohoyla: ameid aAAG Kot oV EATS 24,/08,/1991 1,267
27. Tnképovo te€mng 23/03,/1990 1,020
28.  To pélhov Oa givar VKPIVES 11/09,/1990 858
29.  Tpogéc, o novo Qappoo 15,/03,/1990 775
30.  Tpdyovtag pdvo, dev EPYETaL ™ . . . EPOTIKN 08,/08,/1991 623

Opeln
3l.  dog otig achéveleg ek POTOG 26,/04,/1990 1,220

Total 33,480

Grand total 99,946

Non-translated Greek popular science articles 2003-2004

Title Date Words

Iepioxomio e Emoriung Periscope of Science
1. Abmvia: [Tov opeiletor ko Tmg pmopet va 07,/2004 4,444

QVTIHETOMOTEL
2. Buogotdvia: To pog Tev opyavicpdv 05,2003 4,052
3. Tovidwokn Oepaneio 07,/2003 5,654
4.  "E&vmvo omitt: H teyvoroyia oty kobnuepwvn o 09,/2004 3,365
5.  H avafioon g atpopunyovig 01,2003 4,120
6.  Intdpeva avtoxivnta: H pavtacio yiveran 05,/2004 3,679
TPAYUOTIKOTNTOL
7. To pvompua g dopng tov DNA 03,/2003 3,604
8.  YmoPpouyw . . . and pumetdv 04,2003 6,001
Total 34,919
Bipa Science (Vima Science)
1.  E-mail and eEoyfvoug 17,/10,/2004 1,906
2. Hi-tech grnaviotacn ota avtokivnta 06,07 /2003 1,120
3. Tevetkd omlo, evovtiov acOevelmv 14/11,/2004 1,078
4. Awdiktvo pe yebon Kot oopn 06/06,/2004 1,084
5.  Egvyeiav tov yovoukov 20,/07,/2003 1,428
6. Extnotég pe (ovtovo peldvt 18,/05,/2003 929
7. Eupoio xotd tov kapkivov 08,/06,/2003 1,491

(Continued)



(Continued)

Title Date Words
8.  H emavdotoon g wiepveTikng TAeQoviog 05,/09,/2003 1,189
9.  H kopdioyetpovpyikn £totun yio vEo QAo 02,/05,/2004 1,785
10.  H [Ipdown Eravictoon 19/10,/2003 1,869
11.  @gpamedovtog Tov “muAmva” TOL COUATOS 21/03,/2004 1,426
12, KoAd kot doynpoe véa yio Tov TpocTdtn 09,/03,/2003 2,009
13. No mdpo kivntd oto moidi pov; 09/11,/2003 1,923
14. Ouavtudpdoeig oty TEYVOLOYIKY ETEANOT 15/08,/2004 2,423
15.  Oumpo@nTeg NG OPYLTEKTOVIKNG 03,/08,/2003 1,641
16.  Ortav n emomun ta&devet pe to Evtepmpanl 27/04,/2003 1,989
17.  Theite po . . . KGuepa GTNV LYELR GOG 20/06,/2004 1,872
18.  TIvpnviky evépyela omd €va . . . TOTAPL 12/12 /2004 1,087
19.  To vavdyo omdve T GloR TOLG 08,/02,/2004 2,039
20.  Ymoloylotég pe . . . oucOnpota 16,/02,/2003 1,902
21.  ®von kot Todoymyky oKEyn 06,/06,/2004 1,071
Total 33,261
Focus
1 2025: O véeg Bepameieg 02,2003 1,886
2. Advvarn péypt Bavatov 05,/2003 1,819
3 Agplovya owviypoto 03,2003 1,224
4. Ay, ovtdg 0 18phTOG 08,2004 1,051
5. Tl viobeg evoyég; 02,/2003 1,610
6 Ivope adpotot! 10,/2003 1,020
7 EfBopévor ympic vaprotikd 04,2004 1,249
8 H payeio tov kepapikdv 06,2003 1,739
9.  OgpoTikd TapKo 11,/2004 961
10.  Ounuépeg g dnpuovpyiag 10,/2003 1,401
11.  Ortav ta pdppoako weelodv kotd Adbog 01,2003 1,246
12, Ilo? etvor n £€€odog; 01,2003 1,211
13.  Ilpoteopkn 11,2003 1,138
14. Tono, pnyog! 11,2004 798
15. e kopavriva! 11,2003 928
16.  Zunqvn poundt 11,2003 1,351
17.  Zro kévtpo g I'mg 05,2003 1,344
18.  Zuvayepuoc! To nio tekeudvet 09,2003 808
19. To “proodra” tov 2000 05,/2004 1,115
20.  To pOoTIKA TG POVIKNG TVELHOVING 06,2003 1,152
21.  Toypdpoto Kot To LUGTIKG TOVG 08,/2004 1,195
22.  To példov givor TAOCTIKO 09,2004 852
23.  To otoyeio pndév 09,2003 813
24.  Ynb Kotookevnv 08,2003 1,450
25.  ®opéote 10 pEALOV 04,/2004 1,556
26 Xw...yK...yxwx! 09,2003 1,162
27.  H avtwin; Oy pio, adlré tpetg! 05,/2004 1,238
Total 33,317
Grand total 101,497
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Non-translated Greek popular science articles 2009-2010

Title Date Words
Iepioxomio e Emoriung Perviscope of Science
1. Avnvia 02,2009 8,093
2. AgardTmon 05,/2009 7,343
3 Evaépieg avepoyevwnrpileg: A&onoidvrog 05,2010 6,183
TOVG OVELOVG LLEYOAOV VYOUETPOV
4. To, 6pro. g avOpdTIVNG TOOTNTOG: 01-02,/2010 5,532
Yrdpyet T€A0GC GTO TOYKOGHLLO PEKOP;
5. YroAewpatikd 6pyava: Eivar tpdypott 04,2010 6,423
Gxpnota;
Total 33,574
Bnjpe Science (Vima Science)
1. 3DTVnpoodokieg kot TopeEVEPYELEG 28,/03/2010 1,890
2. Alkayn @OAov pe éva yovidio 17,/01,/2010 1,943
3. Al oamd o Kvitd 6ToV VIOAOYIOTH 05,/04,/2009 1,153
4. Adbparor gxfpoi ota vocokopeio 15,02 /2009 2,320
5. AGdpaon kot dtackEdaon 20,/09,/2009 1,123
0. Ewdva pe exatoppipro Aé&eig 14,/06,/2009 1,358
7. Evvéa pnveg mov kpatdve ypovia 28/11,/2010 2,733
8. ‘Epevva o pilo Tov avtiopon 27/06/2010 1,966
9. H avatopio tov otoMopévon dévepov 25-27/12 /2009 1,935
10. Kowovia opa . . . 3D 01,/08,/2010 2,003
11. Kowovieg mbnikov kot avOporov 0/11,/2009 1,130
12. Not, vVEapyel EMANVIKY GTOUIKY OPa. 29/03,/2009 1,959
13. O Oovpacpog kot o oiktog mepvodv am’ 19,/07 /2009 1,891
TO . . . GTOMYL
14. ‘O\og 0 KOGHOG G€ pLoL TOUTAETA, 03/10/2010 1,699
15. Mowyvidw pe m Cory . . . 11,/01,/2009 2,018
16. [Téptovtag amd o cOVVEPQ 05,/07,/2009 1,942
17. [1660 pog ameilovv ot vavol 02/05/2010 1,749
18. To pootikd g vrep-pLakpoPoTTag 11,/07,/2010 2,167
19. To puotikd 6TV 0VPA TG GavPaAg 12,/04,/2009 1,762
20. Tp1odidototo GAhpo 6To GIVEpd 13/12,/2009 1,161
Total 35,902
Focus
1. “Xaxep, yroma!” 12,2010 868
2. A Tayxdopog KoPepvondrepog 10,/2009 1,748
3. Aeopdteg TV oveipmv 09,2010 1,290
4. Avckolot koupoti yio Todid 01,2009 2,148
5. Ey® Eva, eov; 02,2010 3,885
6. "Epyeton n emoyn) Tov petabyte 03/2010 1,952
7. Znce v ynowkn 6m aichnon 10,/2009 983
8. H “emavénuévn mpoypotikdtnta” 10,/2010 1,867
9. H diorto tov omniaiov 03/2010 2,280

(Continued)
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Title Date Words
10. O Hpawv, ot Apafeg kot to Poumdr 11,2009 1,374
11. O1 gpevpéteg TG avaoTooTS 11,/2010 619
12. Zovtpo@id yepdtn ekmAnéelg 03,/2009 3,015
13. Tt cvpPaivet 6tav . . . 03,2010 3,012
14. To GPS 10V oyécemv 12,/2010 1,748
15. To vrepavOpomo codmep LVArO 07,/2009 1,334
16. To yépt pov tperddnke! 09,2010 1,202
17. Tpixeg pe pédov 08,2009 1,251
Total 30,576
Grand total 100,052
Translated Greek popular science articles 2003-2004
Title Date Words
Popular Science GR
1. Bpioketat 60 yovidla To LUoTIKO TG YEVEXAOYIOG; 01,/2004 3,822
2. H Sally éyet 2 puntépeg + 1 notépa 03,/2003 3,785
3. H Ogpomeio Tov pikpov pov adeppod 04,2004 4,393
4. Mvoakd ot unyovn 02/2004 4,498
5. O avBpomog mov umépdeye TV KOTEAD TOV UE POUTOT 09,2003 3,376
6. To GPS pov Ba o€ Ppet . . . 6mov kL av gicor! 11,/2004 3,418
Total 23,292
Scientific American GR
1. Eyxéopake, Oepdmevcov ceantov 01,/2004 4,342
2. 'Evog mpdyovog o pog 11,2003 4,497
3. Zobolo 6ToV eYKEPAAO 10,2003 1,840
4. H yoyaywyio Eenepvd ta cuvopa 12,/2003 3,083
5. Kotamolepdvrag 1o oTpeg 03,/2004 5,662
6. Ouxkepaieg yivovton Evmveg 03,/2004 4,545
7. Z1poatdc omd pKpd popmot 03,/2004 3,142
8. To mAéypo: vroAoyloTIKEG VINPEGiES diymg Opta 10,2003 5,014
Total 32,125
Bijua Science (Vima Science)
1. “Kladéyte” toug vmoloyloTtég 6og 13/6,/2004 1,053
2. Avrtokivnta €100 TPOG . . . omoyeimon 29/6,/2003 1,115
3. "Evag &Evog péca 610 MU0 LLOG 21/12/2003 2,081
4. H “Covykha” tov eviépmv kot ta (ypnotua) pootikd mg 23 /5,/2004 1,985
5. H yhdooa pog givor mapdoito 2/2/2003 2,024
6. H dbvapn g povoikrg 7/3/2004 2,587
7. H pnyovi mov dofalet (ko ypaeet) T okéyn 23/3/2003 976
8. Néa Oepaneio yio v Toyvoapkio 9/5/2004 2,641
9. Néo 6mho katd Tov kapkivov 5/10/2003 1,819
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Title Date Words
10. O moMtiopdg eivat ot evoN pHog 31/10/2004 2,542
11. Ot pmartapieg Tov avpio ivat . . . vavor 11,/7 /2004 1,194
12. Tlowog odnyei avtod T0 vToKiviTo; 30/11,/2003 1,904
13. Poadidewovo ympic opio 8,/8,/2004 1,128
14. Popndt mov {ovv pdva tovg 6/7/2003 1,200
15. Ta ofjpore mov Tpokahovv nikpavio 31/8/2003 2,854
16. Tueivaw n kpumtoypaenon; 10/8,/2003 2,180
17. To advvoro onueio tov Kapkivov 25/7 /2004 1,787
18. To dwdiktvo arraler v Kiva 28/11,/2004 1,086
19. To kdttapo mov pog Kavel avlpdmTovg 11/7/2004 1,889
Total 34,045
Grand total 89,462
Translated Greek popular science articles 2009-2010
Title Date Words
Bijua Science (Vima Science)
1. +40C Ymodeytehte pav GAin I'n 01,/03,/2009 2,385
2. Déja vu H oxotewvn mhevpd g owketdtntog 10,/05,/2009 2,294
3. Ayvootn I'm: Ta entd peyaAdtepo LOGTHPLL TOL 26,/04,/2009 4,950
TAUVATN HLOG
4. Amd T0 0TOMKG GTO OTTTIKG POAGYLOL 29,03 /2009 1,016
5. AoBéveieg . . . ayvdoTOL TOVTOTNTOG 23,/08,/2009 1,004
6.  Avtd ta burgers givon 6o 26,07 /2009 2,087
7. I'm dpa undév 15/11,/2009 2,848
8.  Twri ot mayetdveg dev kpatohv yio ThvTa, 25,07 /2010 2,047
9.  Awléyouvpe nyéteg mov mpaypatikd ypewlopacte  07,/06,/2009 2,390
10.  Eyo®, 0 1d¢. I'oti eipoote davBpomot povo katd o 21,/02,/2010 2,143
nov!
11.  "Evag eyxépahog yioo OAeg Tig nAtkieg 09,/08,/2009 4,187
12.  Evrtvyeite! Eivon petadoticd 11/01,/2009 3,117
13.  H Bofér givon mavtotivy 22,/08,/2010 2,507
14.  H egmotun nicw and ) poaviacio 18,/05,/2008 2,113
15.  H lon apyilet ota 100 13,/09,/2009 2,319
16. H pvotikn {on tov eyke@dAov 08,/03,/2009 2,009
17. H 086G g . . . pikpOTEPNG OVTIGTACTG 12,/04,/2009 2,270
18.  H mledpaon nébave. Znto n tiedpaon! 04,/05,/2008 2,050
19.  Hiextpiopdg and o éyxato g Ing 10,/08,/2008 854
20.  KaBopn evépyeta omod 1o d10&eidio tov dvOpaka 03,/08,/2008 1,592
21.  Kaidtepn Lon pe Tpdown ynpeio 17/10,/2010 2,257
22. Kéto ta gépuo o’ To Tinovi! 18,/04,/2010 2,191
23. Kl oy e-yew 09/11,/2008 1,133
24.  Aovkéro oty mondikn xoapd & Awctombeite! 04,/05,/2008 1,398
25. Moabquoto apytekToviKnig and ToVG TEPUITEG 2803,/2010 1,912
26. Me m dbvaun mg okéyng 04,/05,/2008 2,017

(Continued)
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(Continued)

Title Datze Words
27.  Metahhoypévol GoAopol KOAHUTOOV TPOG TO 26,/09,/2010 973

mdro pog!
28.  Nopkotikd: and v mapavopio oto . . . poppakeio  02,/09,/2010 1,135
29. O Apdpog mpog o un-copray 24/02,/2008 2,154
30. O Bpioppog tov Aovriovdidv 15,/03,/2009 1,750
31. O mpoenng TG MOMTIKNG 11,/04,/2010 2,107
32. Ola to Ae@td 6TO0 KOKKIVO 06,/09,/2009 1,938
33.  Ortav 10 Anog Tpoctotevet! 04,/04,/2010 1,164
34. TMoyopéva PAéppata kot (eoth kapdid 29/11,/2009 1,184
35. Tapadocakd moyvida oty . . . apila! 05/07/2009 1,534
36.  Tevtodokivim e&epevvnon 01,/03,/2009 1,838
37.  ITow g&apavicuéva gion Oo propovcov vo 18,/01,/2009 1,389
“avaotbodv”;

38.  Ilolvobdumav 14/03,/2010 2,626
39.  TIpénel vo KaTapyOOVUE TO KPEQGS; 19,/09,/2010 2,446
40.  ZapokooTiavEG HESOVGES KOl KEIK OO TANYKTOV 05,/04,/2009 2,115
41.  To pobnpotikd tov XoAryouvt 28,/02,/2010 1,035
42.  Ta péco tov TOMTOV 04,/05,/2008 2,310
43.  To&idt oy kopdid Tov neaicteiov 15/11,/2009 1,052
44.  Tuvuidbet o ovyypovog Gvbpmmnog; 31/01,/2010 2,132
45.  To Bedpnua g Titoog 17,/01,/2010 1,095
46.  To téhog TG YvOONG; 14,/02,/2010 2,305
47.  To&wd KoKTEW KabnUepvig xpNong - . - 16,/03,/2008 2,293
48.  Tpomwoi: N kotido g (oG 16,/05,/2010 1,710
49.  Ymoyeieg oswopkég Porideg sapmvovy tov moviytn - 04,/10,/2009 1,293
50. ®og oTo LVOTIKE TOL EYKEPAAOV 08,/08,/2010 3,970
Total 100,638

Non-translated English popular science articles 1990-1991

Title Date Words
Popular Science EN
1. High-intensity Headlight 07/1990 1,838
2. Fuzzy Logic 07/1990 1,620
3. Night and day solar 02,1990 1,043
4.  How can we win the war against garbage 10,1990 3,906
5.  Coming for cars: Smart Glass 12/1991 1,531
6. Back to the future 06/1991 1,304
7. Laptops go cellular 09/1991 2,684
8. Home Theaters 11/1991 2,356
9.  Memory chips that don’t forget 04,1990 2,600
10.  Digital Holography 01/1991 1,875
11. Robot Insects 03/1991 2,535
12.  Speeders beware: It’s the photo and laser cops  09,/1990 2,109
13.  Space Spies 03/1990 3,023
14.  Searching for the cosmic connection 04,/1991 5,277
Total 33,701
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Title Date Words
Scientific American EN
1. Suspension Feeding Vertebrates 03/1990 4,127
2. What Causes Diabetes? 07/1990 4,624
3. Ocean Acoustic Tomography 10,1990 3,532
4. Aspirin 01/1191 4,635
5. The Silicon Retina 05/1991 3,076
6.  Civil Liberties in Cyberspace 09/1991 3,759
7.  Could a Machine Think? 01,/1990 4973
8. Antichaos and Adaptation 08,1991 4,993
Total 33,719
New Scientist
1. Nicotine on the brain 03/11/1990 2,423
2. Seeing colours in their true light 11,/08,/1990 2,604
3. Another life for electronics 24,/02,/1990 2,604
4. The power of negative matter 17,/03,/1990 2,803
5. A cool solution to global warming 12,/05,/1990 3,028
6. Kingdoms in turmoil 23/03/1991 3,359
7. Why small is sometimes sexy 07,/09,/1991 2,811
8. On the saving of the species 19,/01,/1991 2,039
9.  Building Babbage’s dream machine 29,/06,/1991 2,530
10.  The spread of cancer in the human body 21,/07,/1990 3,750
11.  The first gene on Earth 09/11/1991 3,130
12.  The World of Liquid Crystals 18,/05,/1991 3,423
Total 34,504
Grand total 101,924

Non-translated English popular science articles 2003-2004

Title Date Words
Popular Science EN
1. Every step you take 10,2004 3,490
2. Mind over machine 02,/2004 3,927
3. My little brother on drugs 04,2004 4,038
4. Dutting the gene back in genealogy 12,/2004 4,364
5. Sally has 2 mommies and 1 daddy 01,2003 3,273
6. The man who mistook his girlfriend for a robot 08,2003 3,506
Total 22,598
Scientific American EN
1. Anarmy of small robots 11,2003 2,673
2. Ancestor to Call Our Own 01,2003 4,103
3. Antennas get smart 07,2003 3,887
4. Brain repair yourself 09,2003 3,962

(Continued)



184 Corpus Triangulation

(Continued)

Title Date Words
5. Bugsin the brain 03,/2003 1,733
6.  Digital entertainment jumps the border 03,/2003 3,181
7. Taming stress 09,2003 5,665
8.  The grid: Computing without bounds 04,2003 3,906

Total 29,110

New Scientist
1. A game of chance 07,/06,/2003 2,761
2. Behind the mask 19,/07,/2003 2,582
3. Born to trade 18,/09,/2004 2,306
4. Fat buster 10,/04,/2004 2,435
5.  Give it some gas 19,/06,/2004 2,654
6.  Hack out the useless extras 05,/06,/2004 818
7. Hear my voice 22/02/2003 1,910
8. Hit cancer where it hurts 03/07/2004 2,642
9. Is migraine all in the mind? 21,/06,/2003 2,763

10.  It’s ajungle in there 24,/04,/2004 2,534

11.  Now who’s in the driver’s seat? 08,/11,/2003 2,273

12. Radio sans frontiers 10,/07 /2004 2,621

13.  The ‘blog’ revolution sweeps across China 24/11,/2004 1,931

14.  The cell that makes us human 19,/06,/2004 2,670

15.  The language bug 18,/01,2003 2,489

16.  The power of music 29/11,/2003 3,992

17.  The stranger within 15/11,/2003 2,576

18. Uncharted territory 31,/05,/2003 2,481

19.  When jeep meets jump-jet 14,/06,2003 2,538

Total 46,966

Grand total 98,674

Non-translated English popular science articles 2009-2010

Title Date Words
New Scientist
1.  Brain imaging monitors effect of movie magic 08,09,/2010 955
2. I, virus: Why you’re only half human 29,/01,/2010 2,289
3. Seven unsolved medical mysteries 16/12 /2008 914
4. A measure for the multiverse 03/03/2010 2,425
5. Across the ocean in a pedal-powered submarine ~ 28,/01,/2009 1,812
6.  Better living through green chemistry 10,/03,/2010 2,829
7. Born believers: How your brain creates God 04,/02,/2009 2,251
8. Déja vu: Where fact meets fantasy 25/03,/2009 2,370
9.  Digital doomsday: the end of knowledge 02/02/2010 2,373
10.  Five emotions you never knew you had 13,/01,/2010 2,285
11.  Follow me: The origins of leadership 12,/09,/2008 2,139




Title Date Words

12.  For sustainable architecture, think bug 22/02/2010 1,681

13.  How ‘citizen journalists’ are transforming the 15,/03,/2008 2,058
news

14.  How to survive the coming century 25/02,/2009 2,872

15. How your friends’ friends can affect your 30,/12,/2008 2,704
mood

16.  Icy stares and dirty minds: Hitch-hiking 09,/09,/2009 1,392
emotions

17.  Iron Man: The science behind the fiction 01,/05,/2008 2,030

18.  Jellyfish sushi: Seafood’s slimy future 04,/03,/2009 2,359

19.  Language lessons: You are what you speak 26,/05,/2010 2,296

20.  Living world: Why the tropics are hotbeds of 21,/04/2010 1,896
evolution

21.  Look, no hands: Cars that drive better than you  06,/04,/2010 1,901

22.  Meltdown: Why ice ages don’t last forever 24,/05,/2010 2,511

23.  Next generation of video games will be mental 13,/03,/2008 1,704

24.  Nine games computers are ruining for 18,/05,/2009 2,298
humanity

25.  Obesity: Food Kkills, flab protects 10/3,/2010 1,037

26.  Our changing brains 06,/04,/2009 3,482

27.  Petal power: How flowering plants conquered 29/10,/2008 2,243
the world

28.  Picking our brains: Nine neural frontiers 30,/03,/2010 3,373

29.  Plan to pierce heart of urban monster volcano 04/11,/2009 888

30.  Post-human Earth: How the planet will recover  30,/09,/2009 2421
from us

31.  Psychoactive drugs: From recreation to 01,09,/2010 1,346
medication

32.  Secrets of the centenarians: Life begins at 100 07,/09,/2009 2,360

33.  Scismic boom: Breaking the quake barrier 29,/07,/2009 2,294

34.  Solved: The mathematics of the Hollywood 18,/02,/2010 510
blockbuster

35.  Super clocks: More accurate than time itself 04,/02,/2009 2,452

36.  Ten extinct beasts that could walk the Earth 07,/01,/2009 1,885
again

37.  The calorie delusion: Why food labels are wrong ~ 15,/07,/2009 2,292

38.  The future of television is online 15,/03,/2008 2,118

39.  The hunt for the Un-universe 25,/01,/2008 2,534

40.  The online doctor will see you now 08,/11,/2008 1,050

41.  The perfect way to slice a pizza 09/12/2009 1,705

42.  The predictioneer: Using games to see the 17,/03,/2010 2,501
future

43.  The secret life of the brain 05/11,/2008 2,328

44.  Toxic cocktail 01,/09,/2008 2,626

45.  Transgenic fish swimming towards a plate 15,/09,/2010 1,052
near you

46.  Turning CO2 back into hydrocarbons 03,/03,/2008 1,425

47.  Unknown Earth: Our planet’s seven biggest 28,/09,/2008 4,191

mysteries

(Continued)
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Title Date Words

48.  Veggieworld: Why cating greens won’t save the  20,/07,/2010 2,260
planet

49.  Web 3.0: Playing it safe with our data 14,/03,/2008 993

50.  Who needs coal when you can mine Earth’s 17,/07 /2008 1,188
deep heat?

51 Winners wear red: How colour twists your mind ~ 28,/08 /2009 2,405

To'tal

105,303
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