


Corpus-Based Translation Studies



Continuum Advances in Translation Studies

Series Editor: Jeremy Munday is a Reader in Translation Studies at the School 

of Modern Languages and Cultures, University of Leeds, UK.

Continuum Advances in Translation Studies publishes cutting-edge research 

in the fi elds of translation studies. This fi eld has grown in importance 

in the modern, globalized world, with international translation between 

languages a daily occurrence. Research into the practices, processes and 

theory of translation is essential and this series aims to showcase the best 

in international academic and professional output.

Titles in the Series:

Adaptation, Translation and Transformation
Edited by Laurence Raw and Joanne Collie

Music, Text and Translation
Edited by Helen Julia Minors

Quality In Professional Translation
Jo Drugan

Translation, Humour and Literature: Volume 1
Edited by Delia Chiaro

Translation, Humour and the Media: Volume 2
Edited by Delia Chiaro



Corpus-Based 
Translation Studies
Research and Applications

Edited by

Alet Kruger, Kim Wallmach and Jeremy 
Munday

Continuum Advances in Translation Studies



Continuum International Publishing Group
The Tower Building 80 Maiden Lane

11 York Road Suite 704

London SE1 7NX New York NY 10038

www.continuumbooks.com

© Alet Kruger, Kim Wallmach, Jeremy Munday and contributors 2011

All rights reserved. No part of this publication may be reproduced or transmitted 

in any form or by any means, electronic or mechanical, including photocopying, 

recording, or any information storage or retrieval system, without prior permission 

in writing from the publishers.

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library.

EISBN: 978-1-4411-8919-6

Library of Congress Cataloging-in-Publication Data
A catalog record for this book is available from the Library of Congress

Typeset by Newgen Imaging Systems Pvt Ltd, Chennai, India

Printed and bound in Great Britain



Contents

General Editor’s Preface for Advances in Translation Studies Series vii

Notes on Contributors viii

Introduction 1

Alet Kruger (formerly University of South Africa), Kim Wallmach 
(University of the Witwatersrand) and Jeremy Munday (University of Leeds)

Part I: Core Concepts and Tools

Chapter 1:  Corpus-Based Translation Studies: Where 

 Does It Come From? Where Is It Going?

Sara Laviosa (University of Bari) 13

Chapter 2:  Corpus-Based Interpreting Studies (CIS): 

 Overview and Prospects 

Robin Setton (Shanghai International Studies 
 University and ESIT (Paris III)) 33

Chapter 3: Translation Units and Corpora

Dorothy Kenny (Dublin City University) 76

Chapter 4:  Hardwiring Corpus-Based Translation Studies: 

 Corpus Encoding 

Federico Zanettin (University of Perugia) 103

Chapter 5: Web-Based Corpus Software

Saturnino Luz (Trinity College, Dublin) 124

Part II:  Methods for the Qualitative Analysis of 
Contrastive Patterns in Large Corpora

Chapter 6: Lexical Priming and Translation

Michael Hoey (University of Liverpool) 153

Chapter 7:  Looming Large: A Cross-Linguistic Analysis of 

 Semantic Prosodies in Comparable 

 Reference Corpora

Jeremy Munday (University of Leeds) 169



vi Contents

Chapter 8:  Using Translation and Parallel Text Corpora 

 to Investigate the Infl uence of Global English 

 on Textual Norms in Other Languages

Juliane House (University of Hamburg) 187

Part III: Studies in Specifi c Sub-Fields

Chapter 9:  Off the Record and On the Fly: Examining the 

 Impact of Corpora on Terminographic Practice 

 in the Context of Translation

Lynne Bowker (University of Ottawa) 211

Chapter 10:  Style of Translation: The Use of Foreign Words in 

 Translations by Margaret Jull Costa and 

 Peter Bush

Gabriela Saldanha (University of Birmingham) 237

Chapter 11:  A Link between Simplifi cation and Explicitation in 

 English–Xhosa Parallel Texts: Do the Morphological 

 Complexities of Xhosa Have an Infl uence?

Koliswa Moropa (University of South Africa) 259

Chapter 12:  Disfl uencies in Simultaneous Interpreting: 

 A Corpus-Based Analysis

Claudio Bendazzoli (University of Bologna at Forlì), 
 Annalisa Sandrelli (LUSPIO University, Rome) and 
 Mariachiara Russo (University of Bologna at Forlì) 282

Index 307



General Editor’s Preface for Advances in 
Translation Studies Series

The aim of this new series is to provide an outlet for advanced research in the 

broad interdisciplinary fi eld of translation studies. Consisting of monographs 

and edited themed collections of the latest work, it should be of particular 

interest to academics and postgraduate students researching in translation 

studies and related fi elds, and also to advanced students studying translation 

and interpreting modules.

Translation studies has enjoyed huge international growth over recent dec-

ades in tandem with the expansion in both the practice of translation globally 

and in related academic programmes. The understanding of the concept of 

translation itself has broadened to include not only interlingual but also vari-

ous forms of intralingual translation. Specialized branches or sub-disciplines 

have developed for the study of interpreting, audiovisual translation and sign 

language, among others. Translation studies has also come to embrace a wide 

range of types of intercultural encounter and transfer, interfacing with discip-

lines as varied as applied linguistics, comparative literature, computational 

linguistics, creative writing, cultural studies, gender studies, philosophy, post-

colonial studies, sociology, and so on. Each provides a different and valid per-

spective on translation, and each has its place in this series.

This is an exciting time for translation studies, and the new Continuum 

Advances in Translation Studies series promises to be an important new plank 

in the development of the discipline. As General Editor, I look forward to over-

seeing the publication of important new work that will provide insights into all 

aspects of the fi eld.

Jeremy Munday

General Editor

University of Leeds, UK
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Introduction

Alet Kruger, Kim Wallmach and Jeremy Munday

Corpus-based translation studies has come a long way since the ground-breaking 

work of the early 1990s that began to build on the methods and fi ndings of 

monolingual corpus linguistics of the 1980s (e.g. Sinclair 1991). John Laffl ing’s 

research brought together machine translation (MT) and contrastive textol-

ogy in an  analysis of political manifestoes which was remarkably prescient, 

identifying naturally occurring translation equivalents in (non-translated) 

parallel texts in German and English (Laffl ing 1991); two years later, Mona 

Baker’s paper ‘Corpus Linguistics and Translation Studies: Implications and 

Applications’ proposed the benefi ts of corpus-based methods for the emerging 

discipline of translation studies in order to research central questions such as 

universals of translated language and procedures such as explicitation (Baker 

1993). The late Stig Johansson was also for many years a key fi gure in the pro-

motion of corpus-based cross-linguistic research (see Johansson 1998).

The intervening years have seen huge advances in corpus linguistics and in 

the use of corpora not only to create a new paradigm of statistical MT  systems 

(starting from the seminal work of Brown et al. 1993) but also for wider pur-

poses, such as identifying gaps in the coverage of rule-based MT systems 

(Babych and Hartley 2009). Furthermore, a keen interest has emerged in the 

use of corpora for language learning and translator training (e.g. Bowker and 

Pearson 2002; Zanettin et al. 2003). Like Olohan (2004), however, the main 

focus of the current volume is fi rmly on a third strand: on how corpus-based 

studies have assisted, and may continue to assist, translation studies research-

ers in the investigation of key questions of translation and interpreting.

The articles in this volume are written by many of the leading international 

fi gures in the fi eld. They provide an overall view of developments in corpus-

based translation (and interpreting) studies and also specifi c case studies of 

how the methodology is employed in specifi c scenarios, such as contrastive 

studies, terminology research and stylistics. A corpus here is understood as a 

collection of texts in electronic form, enabling speedy interrogation by soft-

ware specially designed to analyse linguistic and other features (cf. Kenny 

2009: 59). These corpora may be monolingual or multilingual and may amount 

to millions (even billions) of words. Indeed, the whole World Wide Web may 
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be considered a corpus (see Luz, Chapter 5, below). Corpus-based translation 

(and interpreting) studies therefore are studies of translation (and interpret-

ing) that are based on the analysis of electronically prepared corpora of texts. 

What is striking in the diversity of these studies is a common methodology and 

the number of interrelated issues and observations.

The fi rst section of the book presents core concepts and tools. The fi rst two 

chapters are particularly salient. Sara Laviosa begins by exploring the ante-

cedents of corpus-based translation studies as well as its future. This critical 

survey extends and updates the earlier state of the art covered in her book 

Corpus-based Translation Studies: Theory, Findings, Applications (Laviosa 2002). 

When the idea of investigating translation and interpreting through corpora 

was fi rst put forward by Baker (1993), it was envisaged that in this new part-

nership corpus linguistics would provide the methodology for carrying out 

empirical investigations while translation theory would identify the areas 

of enquiry and elaborate operational hypotheses. The two partners would 

work in harmony mainly for the benefi t of the advancement of the descriptive 

branch of the discipline. Since then corpus-based translation studies (CTS) 

has embraced descriptive and applied studies in a wide range of different 

languages. In this chapter Laviosa examines, in the light of recent develop-

ments, what type of relationship holds between CTS and descriptive transla-

tion studies (DTS), on the one hand, and CTS and corpus linguistics on the 

other. She seeks to establish which claims and predictions put forward in the 

past still hold true and which are the most promising areas for long-term CTS 

research.

On the other hand, research into interpreting is considered either a sub-

 discipline of the umbrella term ‘translation studies’ or a (semi-) autonomous 

discipline in its own right (Pöchhacker 2009). Robin Setton’s contribution 

in this volume fi lls an important gap in research by providing a very detailed 

 survey of the fi eld of corpus-based interpreting studies (CIS). Perhaps 

 naturally, the number of such studies is fewer because of the inherent 

 diffi culties associated with accessing recordings and preparing transcriptions 

or video  material. However, Setton’s chapter stands out by the comprehen-

siveness of its  coverage, describing both the evolution and latest develop-

ments in the fi eld. Its length, exceeding all others, contributes to the new 

and welcome prominence of interpreting studies and usefully prepares the 

way for Bendazzoli et al.’s analysis of the rich corpus of European Parliament 

 interpreting recordings (see Chapter 12, and below).

Chapter 3, by Dorothy Kenny, centres on the key concept of the unit of 
translation. Kenny points out that, although it is a basic concept, it has 

received only scant attention in corpus-based translation studies to date, 

despite the fact that parallel corpora are likely to contain a wealth of data on 

translation units. In her view, corpus linguistics may offer new, as yet barely 

tapped, ways of looking at translation units. She begins by reviewing existing 
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approaches to translation units, focusing in turn on comparative stylistics, 

process and product-oriented descriptive translation studies, and natural lan-

guage processing, before making her own suggestions for identifying trans-

lation units in parallel corpora, illustrated by her own corpus of German 

literary translations.

Although this volume focuses on the qualitative translation perspective, 

the stretching of theoretical boundaries in recent years has naturally been 

accompanied by a corresponding ‘hardwiring’ of corpus-based translation 

studies. Thus, in their chapters Federico Zanettin and Saturnino Luz examine 

the different stages in the creation of a corpus and the benefi ts of different 

types of encoding, vital in order to make the most of corpus-based resources 

in descriptive translation studies. Federico Zanettin describes the multiple lay-

ers of annotation based on XML/TEI standards. His examples are taken from 

CEXI, a bidirectional parallel English-Italian corpus hosted by the School for 

Translators and Interpreters of the University of Bologna. Saturnino Luz simi-

larly presents and discusses recent advances in tools, technologies and stand-

ards that aim to form an infrastructure for creating and sharing dynamic, and 

widely accessible, corpora. Luz points out that researchers will necessarily have 

to focus on corpus software and tools that use the Web as a communication 

medium. As an example, Luz describes the model adopted by the Translational 

English Corpus (TEC) at the University of Manchester.

This is clearly an area that is undergoing rapid and exciting change. The 

many applied benefi ts of technological advances in corpus-based methods 

are demonstrated, amongst others, within the University of Leeds Centre for 

Translation Studies, where several strands of CTS research are being pursued 

in individual and collaborative research projects across many languages. New 

work with European partners uses parallel and comparable corpora to cre-

ate MT systems for under-resourced languages, such as Croatian and Latvian. 

This builds on ASSIST, which uses very large comparable (rather than paral-

lel) corpora of English and Russian news texts to enable human translators 

to fi nd translations for rare or novel general-language expressions not yet in 

a dictionary (Sharoff et al. 2009). In addition, the automatic identifi cation of 

the genre of texts harvested automatically from the Web in various languages 

has far-reaching benefi ts for work on human and machine translation and lan-

guage-learning (Sharoff 2010). Another current project, IntelliText, provides a 

simple, integrated interface for carrying out a range of searches and statistical 

analyses on large, publicly available corpora in several languages (Wilson et al. 

2010). This promises to be of great future benefi t to CTS and other humanities 

researchers. Furthermore, in closely focused studies, Peng (2009) created an 

annotated corpus of interpreting to compare the relative coherence of expert 

and trainee interpreters working into English and Chinese; and coherence 

between text and image in multimodal, multilingual documents is captured 

by Thomas (2009a, 2009b), who provides both a theoretical framework and 
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annotation software to analyse packaging designed for English- and Chinese-

speaking consumers.

The second part of the volume, entitled ‘Methods for the qualitative ana-

lysis of contrastive patterns in large corpora’, presents methods for the ana-

lysis of key pragmatic and discourse features. Michael Hoey’s chapter extends 

his own concept of lexical priming for the fi rst time explicitly to translation. 

According to Hoey (2005), as words are acquired through encounters with 

them in talk and writing, they become loaded with the collocational, colliga-

tional, semantic, pragmatic and textual contexts in which they are encoun-

tered, which can be called their ‘primings’. This means that the description of 

a word is a much more complex matter than simple defi nition and usage notes. 

To discover to what extent it might be a problem in translation, Hoey analyses 

the translation into Portuguese of the fi rst sentence of a book by Bill Bryson, 

translated by three Portuguese postgraduate students. The English original 

and the Portuguese translations are analysed in terms of the primings (colliga-

tions, etc.) of the component vocabulary of each text, making use of reference 

corpora of English and Portuguese. The comparison highlights a number of 

important differences in the typical primings of specifi c lexical items in the 

source and target languages that may cause shifts of emphasis and connota-

tion in translation. The implication is that there is a whole new class of ‘false 

friends’ – words whose primings differ radically even though they appear to 

have the same denotation.

Jeremy Munday’s chapter is linked to Hoey’s concept of lexical priming. 

It seeks to explore the phenomenon of semantic prosody in English and 

Spanish. Semantic prosody is defi ned by Louw (1993: 157) as ‘a consistent 

aura of meaning with which a form is imbued by its collocates’. That is, cer-

tain words, such as cause, which might normally be thought of as neutral, 

tend to occur in negative or positive contexts and seem to accrue such values 

from surrounding collocates (Stubbs 1996). Munday uses as an example the 

English loom large and one of its dictionary equivalents, the Spanish cernerse. 
Comparable reference corpora, the British National Corpus for English and 

the Real Academia Corpus of Spanish, are used to test the methodology and 

to examine the kinds of questions which such an analysis raises. The results 

again encompass collocational and colligational patterns, as well as authorial 

evaluation and stance.

Juliane House substantiates her distinction between two main types of 

translation: ‘overt’, or source-text oriented translation, and ‘covert’ transla-

tion, culturally fi ltered to fi t target text conventions (House 1977/1981 and 

1997). These are some of the foundational concepts on which modern trans-

lation studies is based. She shows how corpus-based methods can be fruitfully 

used to investigate – both qualitatively and quantitatively – the role that global 

English has come to play today in initiating and propelling language change 

via language contact in translation and multilingual text production.
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House also addresses some more general methodological issues arising from 

such corpus-based work, suggesting that corpus-based translation studies can 

fruitfully be combined with qualitative and quantitative analysis, thus averting 

the danger of treating text/discourse as context-free objects. In her view, a 

translation studies corpus should be seen only as one of many tools of scientifi c 

inquiry, a methodological basis for pursuing translation research. Regardless 

of frequency and representativeness, corpus data are useful because they are 

often better data than those derived from accidental introspections. But if the 

use of corpora is to maximally fulfi l its potential, it should be used in conjunc-

tion with other tools, i.e. introspection, observation, textual and ethnographic 

analysis.

The chapters by Hoey, Munday and House all show a common concern 

with pushing the boundaries of corpus-based studies to include context. This 

trend points the way to future work into the issues of phraseology and dis-

course in CTS.

The third and fi nal section of the book comprises studies in specifi c sub-

fi elds, namely terminology studies, stylistics, translation universals and simul-

taneous interpreting. In her chapter, Lynne Bowker assesses the impact that 

corpus-based resources and tools have had on terminological research. For 

Bowker, corpus-based resources and tools include not only collections of elec-

tronic texts that can be interrogated with the help of tools such as concordanc-

ers and word listers, but also pairs of texts that have been aligned and stored 

in specially designed databases for processing by tools such as translation 

memory systems or automatic term extraction tools. She makes the point that 

it is diffi cult to know what the long-term effects of new technologies will be 

when they are fi rst introduced into a profession. Electronic corpora and associ-

ated tools for corpus processing have now been in fairly widespread use in the 

translation profession for over a decade, and it would seem to be a good time 

to look back at the use of these tools, and to refl ect on the changes that they 

have brought about. By assessing and understanding these changes, Bowker 

believes that we will be in a better position to develop strategies for the future, 

such as designing new types of resources for translators or making modifi ca-

tions to the curricula of translator training programs to refl ect the new reality 

of the translation profession.

Translational stylistics has evolved into its own specialism in CTS. Gabriela 
Saldanha’s contribution in this volume points out that the notion of style has 

traditionally been associated exclusively with ‘original’, i.e. non-translated, 

texts. However, recent work in translation studies has started to look at style 

from the perspective of the target text, particularly Baker (2000), Malmkjær 

(2003), Bosseaux (2007) and Munday (2008). Saldanha draws on Baker’s 

(2000) argument that it is possible to conduct a corpus-based study to iden-

tify the translators’ own stylistic preferences in presenting her own case study 

of the use of foreign lexical items in literary translations from Spanish and 
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Portuguese into English by Margaret Jull Costa and Peter Bush. Her results 

suggest that the way in which the two translators treat source culture lexical 

items is a distinctive characteristic of their translation style.

Koliswa Moropa’s chapter refl ects one of the fi rst attempts to apply corpus-

based translation research to an African language. Xhosa is an agglutinating 

language spoken in South Africa, which makes corpus research particularly 

challenging, as phrases and even whole sentences are written as one word. 

With the advent of a multilingual language policy in post-apartheid South 

Africa, there has been a signifi cant increase in the demand for the transla-

tion of hegemonic languages (English and Afrikaans) into the previously mar-

ginalized languages (Xhosa, Zulu, Ndebele, Swati, Northern Sotho, Southern 

Sotho, Tswana, Tsonga and Venda) and vice versa. Although the volume of 

translation into African languages has increased substantially, translated texts, 

due to a lack of terminology, are not of a uniformly acceptable standard. This 

has prompted a number of scholars to use parallel corpora as part of their 

research on terminology and standardization, as well as on typical translation 

strategies such as simplifi cation and explicitation. The interest of Moropa’s 

chapter is the link between simplifi cation and explicitation and how far this 

may be affected by the concordial system of Xhosa.

The diffi culties associated with developing spoken corpora large enough 

to yield stable analytical results have meant that corpus linguistics has tended 

to focus on the analysis of written discourse. However, as Setton emphasizes 

in Chapter 2, spoken corpora can provide a particularly valuable resource for 

both quantitative and qualitative analyses of specifi c pragmatic functions and 

thus help generate new empirical insights into patterns of language usage. 

Of course, one key difference between written and spoken corpus analysis is 

that a transcribed spoken corpus is a mediated record, a textual rendering of 

an event which is multimodal in nature, and thus the transcribed spoken cor-

pus may capture only a limited and limiting aspect of the reality of that event 

(Knight and Adolphs 2007). This is changing with the advent of multimodal 

corpora, which allow for a fuller representation of the context and co-text in 

which human communication takes place. A multimodal environment which 

includes both gesture and prosodic features of language makes it possible to 

study pragmatic functions in a more complete light (see Baldry and Thibault 

2006; Baldry 2007).

The chapter by Bendazzoli, Sandrelli and Russo demonstrates some of the 

opportunities of this type of research, in their case in simultaneous interpret-

ing. They conduct a specifi c case study, presenting an analysis of disfl uencies 

in the European Parliament Interpreting Corpus (EPIC), an electronic corpus 

of speeches in English, Italian and Spanish and their simultaneous interpret-

ations into the same languages, in all possible combinations and directions. 

The focus of their chapter is on two specifi c types of disfl uencies, truncated 
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words and mispronounced words, produced by both speakers and interpreters. 

After automatically extracting and calculating the relevant occurrences in the 

sub-corpora, the main features of these disfl uencies are described and their 

possible causes are discussed. The specifi c nature of EPIC has enabled the 

researchers to carry out both comparable and parallel analyses of the mater-

ial. That is, they are able to compare disfl uencies occurring in the sub-corpora 

of original speeches delivered in Italian, English and Spanish with disfl uencies 

in the interpreted speeches in the same language (comparable analysis); and 

to compare disfl uencies in each sub-corpus of original speeches with those 

occurring in the corresponding two interpreted versions available in EPIC 

(parallel analysis).

The EPIC corpus is noteworthy not only because it is one of the fi rst rep-

resentative collections of authentic interpreted text, but also because it is a 

multidimensional tool comprising video, audio and machine-readable written 

transcripts. The multimedia archive comprises digital video and audio clips 

of both original and interpreted speeches and transcriptions of the recorded 

material. The EPIC corpus transcripts are fully machine-readable, which means 

that it is possible to exploit its potential as a parallel or a comparable corpus. 

The creation of a multilingual parallel corpus of interpreted speeches and 

their corresponding source speeches also offers the opportunity of comparing 

more interpretings of the same text, something which is not often possible, as 

pointed out by Kalina (1994: 227). Future alignment of the corpus will allow 

more refi ned studies on quality features, specifi c interpreting strategies and 

possible differences depending on language pair and language direction.

In conclusion, all these studies on corpus-based translation studies lead 

away from a narrow source-text/target-text comparison and towards a broader 

approach, into areas such as prosody, phraseology, pragmatics, stylistics, dis-

course and contrastive linguistics. House (this volume) aptly sums up this 

direction as follows:

In the last analysis, the object of corpus-based translation studies should not 

be the explanation of what is present in the corpus, but the understanding 

of translation. The aim of a corpus is not to limit the data to an allegedly 

representative sample, but to provide a framework for fi nding out what sort 

of questions should be asked about translation and about language used in 

different ways.
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Chapter 1

Corpus-Based Translation Studies: Where 
Does It Come From? Where Is It Going?

Sara Laviosa

In this chapter, a map of corpus-based translation studies (CTS) is drawn, 

followed by a critical refl ection on its achievements and the identifi cation of 

new avenues of enquiry for the future. The chapter is organized into three 

chronological sections, each corresponding to a salient moment in the evo-

lution of CTS: the dawn of corpus-based translation studies (1993–1995); the 

establishment of corpora in translation studies (1996–1999); the spread of cor-

pora across languages and cultures (from 2000 onwards).

1.1 The Dawn of Corpus-Based Translation Studies

Mona Baker published her seminal paper, ‘Corpus Linguistics and Translation 

Studies: Implications and Applications’ in 1993 as part of a collection of 

research articles in honour of John Sinclair (Baker et al. 1993). ‘The avail-

ability of large corpora of both original and translated text, together with 

the development of a corpus-driven methodology’, Baker predicted, ‘will 

enable translation scholars to uncover the nature of translated text as a medi-

ated communicative event’ (Baker 1993: 243). Two years later, in ‘Corpora 

in Translation Studies: An Overview and Some Suggestions for Future 

Research’, published in Target, that original idea was further developed by 

suggesting specifi c research projects involving the design and analysis of par-

allel, bi/multilingual and, above all, monolingual comparable corpora. It 

was the dawn of a new partnership that led ‘to new ways of looking at trans-

lation’ (Kenny 2009: 53) during the 1990s. This decade was characterized 

by a myriad of competing and complementary theoretical approaches and 

methodologies grown out of the cross-fertilization with new fi elds of studies 

as varied as pragmatics, critical linguistics, post-colonialism, gender studies 

and globalization. In the meantime, well-established conceptual paradigms, 

such as polysystem theory, skopos theory, and poststructuralist and feminist 
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approaches to translation theory, continued to enliven translation research 

(Venuti 2000/2004).

This novel research agenda was launched at a time of unprecedented 

growth in corpus linguistics, whose innovative techniques for language 

observation, analysis and recording had given rise to ‘a new perspective on 

description’ (Sinclair 1991: 2) and ‘a new way of thinking about language’ 

(Leech 1992: 106). Mega corpora of English of no fewer than 100 million 

words were being compiled, such as the British National Corpus (BNC), 

Cambridge Language Survey, Longman Corpus Network and Bank of English, the 

last-mentioned counting over 300 million words at the time. New corpus types 

were being designed, the interactive Corpus of Spoken American English, for 

example, allowed the simultaneous presentation of visual and auditory infor-

mation in each concordance line (Chafe et al. 1991). Also of signifi cance was 

the fact that the Council of Europe was planning large-scale projects aimed 

at creating reference corpora for the languages of the Union.1

Many areas of study in applied linguistics were being infl uenced by the 

insights and methodology of corpus linguistics: lexicography fi rst of all, 

then educational linguistics, natural language processing (NLP), machine 

translation (MT), computer-assisted translation (CAT), contrastive analysis, 

ter minology, forensic linguistics and critical linguistics, to name just the prin-

cipal ones. With such an impressive record of achievements the timing was 

right for predicting that corpus linguistics would make a triumphant entry 

also into translation studies. Of course, corpora were not unknown to the 

 discipline when Baker put forward her proposals. In fact, at the University of 

Lund, Gellerstam (1986) had already compiled the fi rst monolingual compar-

able corpus of Swedish novels to study translationese and Lindquist (1989) 

had investigated the Swedish renderings of English adverbials with a parallel 

 language database. Their research intended using corpora as aids to improve 

the practice of translation; it therefore found its place within the applied 

branch of the discipline. Instead, what Baker proposed in the early 1990s was 

a composite programme of research conceived within Descriptive Translation 

Studies (DTS). The strong links forged in those years between corpus linguis-

tics and DTS, which where underlain by a set of common concerns stemming 

from a descriptive, functional and empirical perspective, is, in my view, one of 

the keys, if not the key, to the success story of CTS. What are these shared issues? 

First, the object of study consists of authentic samples of language use rather 

than idealized entities; linguistic regularities are regarded as probabilistic 

norms of behaviour rather than prescriptive rules; language patterns refl ect 

and reproduce culture. Moreover, both corpus linguistics and DTS adopt a 

comparative research model in which descriptive hypotheses that make claims 

about the probabilistic generality of a given phenomenon are put forward, and 

texts are examined across corpora representing different language  varieties, 

for example, translated versus non-translated language, original texts and 
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their translations, different text types or different modalities within the same 

language, and so on. The same empirical paradigm therefore embraces the 

target-oriented, historical-descriptive approach developed by Toury from pol-

ysystem theory and the corpus-linguistic descriptive approach advocated by 

Baker.

Furthermore, corpus-linguistic analytical procedures together with corpus-

design principles were largely compatible with Toury’s (1995: 36–9) discovery 

and justifi cation procedures involving an inductive and helical progression 

from observable translational phenomena to the non-observable and cultur-

ally determined norms that govern translators’ choices. In the mid-1990s, the 

methodologies foreseen by Toury for DTS and Baker for CTS were at the stage 

of being developed and tested. Both scholars stressed the importance of devel-

oping a coherent descriptive methodology that would allow researchers to com-

pare results, replicate studies and systematically widen the scope of research 

into the nature of translation. In the years that followed, CTS developed and 

fruitfully utilized a methodology not only for the advancement of DTS but also 

in applied translation studies.

1.2 The Establishment of Corpora in 

Descriptive Translation Studies

In 1996, the fi rst CTS analysis was carried out at the University of Manchester 

(Laviosa-Braithwaite 1996). As part of that study a multi-source-language, 

monolingual comparable corpus of English was created. It offered a synthe-

sis between a corpus linguistic methodology and the investigation of simpli-

fi cation, a line of research pursued within DTS in the 1980s. The fi ndings 

revealed core patterns of lexical use in narrative prose and newspaper articles 

which were largely independent of the infl uence of the source language and 

could be regarded as aspects of simplifi cation in translational English. Almost 

at the same time and right up to the end of the decade other novel syntheses 

were proposed.

Munday (1997) combined systemic functional linguistics, corpora, cultural 

studies and reception theory to analyse translation norms in a parallel corpus 

of Spanish short stories by Gabriel García Márquez and their English trans-

lations. The fi ndings obtained from comparative analyses of the target and 

source texts vis-à-vis English and Spanish reference corpora, suggested that 

the initial norm characterizing the translator’s choices was orientated towards 

acceptability. Later on, the exploration of the ‘third code’ (Frawley 1984) 

inspired two studies of normalization. The fi rst is Scott’s analysis (1998) of 

the novel A hora da estrela by Clarice Lispector and its translation, The Hour 
of the Star, carried out by Giovanni Pontiero. The second study, by Kenny 

(1999), examined lexical norms and creativity in a two-million-word parallel 
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corpus of contemporary German literary texts and their English translations 

(GEPCOLT). Scott (1998) looked in particular at how the repetition of the 

negative type não had been translated and discovered two kinds of normaliza-

tion, one linked to the systemic differences between the source and target lan-

guage, the other resulting from the translator’s stylistic preferences. However, 

although normalization was found to be a feature of translation in GEPCOLT, 

occurring in 44 per cent of cases where translators had to deal with creative 

hapax legomena, most of the time, creative lexis was not normalized, which 

shows that ‘normalization is far from an automatic response to lexical creativ-

ity in source texts’ (Kenny 2001: 210). The co-occurrence of regularities and 

instances of counter-examples to prevailing patterns in the investigation of 

universals is also a feature of Laviosa-Braithwaite’s study where simplifi cation 

was by no means uniform in all text types represented in the English Comparable 
Corpus or for all the parameters considered.

This is also the case with Øverås’ (1998) research, which tested Blum-

Kulka’s (1986) explicitation hypothesis in a sub-corpus of literary translations 

taken from the English Norwegian Parallel Corpus (ENPC). Her interpretive 

hypothesis was that a rise in the level of cohesion is an aspect of explicita-

tion in the  process of translation; the descriptive hypothesis was that English 

and Norwegian target texts are more cohesive than their source texts. Both 

predictions were largely confi rmed since the explicitation shifts outnumbered 

the implicitation strategies, notwithstanding a lower level of explicitation in 

Norwegian–English translations. In addition to the constraints inherent in the 

mediating process of translation, a variety of factors were hypothesized as good 

candidates for explaining this feature of translation in follow-up studies. These 

are the  stylistic preferences of the source and target language, their systemic 

differences as well as culture-bound translation norms, which, as Weissbrod 

(1992) points out, are amenable to change with historical circumstances and 

according to the relative position of translation in different literary systems. 

Moreover, explicitation was found to be associated with the tendency to prefer 

typical rather than unusual collocations, which suggests that the universals 

of translation may present distinctive features but may also overlap with one 

another to some extent.

It seems that for every question answered, many more are being thrown 

up, thus giving rise to a serendipity process of continual quest, discovery and 

explanatory hypotheses. The question that comes to mind at this point is: 

how shall we unravel the intricate maze of what is norm-dependent and what 

is universal, what is specifi c and what is general, what is central and what is 

peripheral? Shall we follow Toury’s (1995: 259) lead and aim to uncover the 

laws of translational behaviour through the gradual refi nement of compat-

ible methods of enquiry, theoretical speculation and the accumulation of data 

yielded by studies relating to different languages, sociocultural milieus and 

periods of history? Or shall we go along with Tymoczko’s (1998: 656) view 
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that ‘the primary purpose of CTS is neither to be objective nor to uncover 

universal laws’ but to build ‘many different corpora for specialized, multifari-

ous purposes, making room for the interests, inquiries and perspectives of a 

diverse world’? Perhaps this is a false dilemma since the two positions are in 

all probability much less apart than they appear to be if we examine them 

in greater depth. If we regard the notion of translation universal not as an 

absolute principle that can explain translation strategies in every single cir-

cumstance, but as a descriptive construct, an open-ended working hypothesis 

about “similarities, regularities, patterns that are shared between particular 

cases or groups of cases” (Chesterman 2004: 33), it will, I believe, unveil more 

and more aspects of the variegated nature of translation products and proc-

esses and their complex relationships with culture. It will also allow us ‘to see 

both similarities and differences in a perspective that increases our under-

standing of the whole picture, and also of how this picture relates to other 

pictures’ (Chesterman 2004: 33).

The translational laws put forward by Toury (1995: 259–79) constitute an 

eminent example of such hypotheses. They are not deterministic propositions, 

but conditioned, probabilistic explanations intended to tie together particular 

modes of translational behaviour and the vast array of variables that impinge 

on them to a lesser or greater extent (or not at all) in different conditions – 

linguistic, sociocultural or cognitive (Toury 2004). For example, according 

to Toury’s (1995: 268–74) law of growing standardization, the special textual 

relations created in the source text, such as creative collocations, are often 

replaced with conventional relations in the target text (such as habitual or typ-

ical collocations), which leads to the dissolution of the original set of textual 

relations. The operation of the law is infl uenced by factors such as age, extent 

of bilingualism, the knowledge and experience of the translator as well as the 

status of translation within the target culture, so that the more peripheral the 

status of translation, the more it will accommodate itself to established models 

and repertoires in the target language.

The law of growing standardization coexists with the law of interference, 

whereby ‘phenomena pertaining to the make-up of the source text tend to 

be transferred to the target text’ (Toury 1995: 275). Interference, “which is a 

kind of default” (Toury 1995: 275), is in turn conditioned by factors such as the 

professional experience of the translators, the status of the source language 

or the prestige value assigned to different text types in the target language, 

so that technical translation, for instance, may be less affected compared with 

literary translations (Toury 1995: 274–9). The two laws are not totally uncon-

nected; they are part of an intricate system (Toury 1995: 274), which systematic 

diachronic and synchronic research that is methodologically sound and fi rmly 

grounded in theory can gradually unravel, thus unveiling the specifi city and 

regularities, the diversity and uniformity of translational phenomena across 

languages and cultures.
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Corpus research into translation universals aimed to play a part in this wide-

ranging and long-term plan by drawing on the insights of previous studies 

and moving forward with small-scale endeavours that had the potential to 

be followed up and extended. Therefore, their signifi cance lies largely in the 

fact that they built upon, refi ned and diversifi ed the work of scholars such 

as Blum-Kulka and Levenston (1983), Klaudy (1996), Shlesinger (1989, 1991, 

1995), Toury (1985, 1991) and Vanderauwera (1985). They were able to do so 

thanks to the development of a coherent methodology, clear, explicit descrip-

tive and interpretive hypotheses as well as a consistent comparative research 

model. In keeping with Baker’s agenda, CTS contributed to bringing forward 

the state of the art in DTS through the study of universals, which can be con-

sidered, in line with Toury, as ‘one of the most powerful tools we have had so 

far for going beyond the individual and the norm-governed’ (Toury 2004: 29), 

without denying ‘the existence or importance of that which is unique in each 

particular case’ (Chesterman 2004: 33).

Right up to the end of the 1990s, Baker continued to be at the forefront of 

lively theoretical debates. From 1996 to 1999, she wrote three articles which had 

an infl uential role in strengthening the collaboration between CTS and DTS 

(Baker 1996, 1998, 1999). She provided guidelines on how to refi ne hypotheses 

and methodology so as to render operational and verifi able abstract concepts 

such as the notion of translation universals. Moreover, the search for the pat-

terns that identify translation qua translation, argued Baker, should go hand 

in hand with the assessment of the relative status of source and target lan-

guages, that is, prestigious versus less prestigious ones. Also, given that trans-

lated texts are distinctive communicative events, shaped by their own goals, 

pressures and contexts of production, descriptive scholars were encouraged to 

focus on the interplay of three elements: readership expectations, theoretical 

pronouncements and professional practice. These can be studied by comple-

menting textual analyses with the investigation of extralinguistic sources of 

data such as historical information, book reviews, interviews of authors and 

translators, trends revealed by the output of publishing companies and deci-

sions taken by funding bodies.

Still from a theoretical stance, other novel syntheses were proposed: 

Halverson (1998) adopted ‘prototypical categories’ for defi ning the object of 

study in corpus investigations and resolving the impasse created by two con-

tradicting statements. On the one hand, the legitimate data for empirical 

and theoretical research was claimed to consist of any translation that is ‘pre-

sented or regarded as such within the target culture, on whatever grounds’ 

(Toury 1985: 20) and, on the other, professional translations were assumed to 

enjoy a higher status, mainly on the basis of evidence from psycholinguistic 

studies. She suggested that the target parent population of translated works 

be regarded as a prototype category whose centre is taken up, but only for 

cultures of industrialized Western countries, by professional translations, 
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whereas in the periphery there are clusters of different types of translation, 

for example, those carried out by translator trainees, or those performed in 

the foreign language. This means that a corpus intended to be representative 

of the population of translated texts would consist of an array of sub-corpora 

presenting differing degrees of relevance but all being regarded as legitimate 

objects of investigation. Just as prototypes are culture-bound so are the cor-

pora designed to represent a given parent population.

This raises the thorny issue of the comparability of the object of study and 

the consequent generalization of individual research fi ndings. It is a recur-

rent problem in CTS, one that has come up time and time again in the com-

pilation of bilingual and monolingual corpora. In a country such as Brazil, 

for example, where about 90 per cent of all published literature is translated 

literature, it would be problematic to design a representative and balanced 

monolingual comparable corpus of narrative texts using the same criteria 

adopted for the creation of the English Comparable Corpus (ECC) (Magalhães 

2001). In less common languages this diffi culty is not restricted to literary 

genres but concerns general language use too. Many non-literary text types 

in Irish Gaelic, for instance, are translations, mainly from English, as Kenny 

(1998) points out. The infl uence of translation policies affected the design 

of the Corpus of Translated Finnish (CTF) compiled at Savonlinna School of 

Translation Studies under the direction of Anna Mauranen. Academic texts 

in the natural sciences were excluded since this text category is not translated 

into Finnish. The problem interests also bidirectional parallel corpora. In 

designing the English-Norwegian Parallel Corpus (ENPC), the choice of texts 

was limited by the fact that many text types were translated into Norwegian, 

but signifi cantly fewer ones into English (Johansson and Hofl and 1994; 

Johansson 1998).

This type of imbalance was also encountered during the design stage of the 

CEXI project, which envisaged the creation of a bidirectional parallel corpus 

of English and Italian, under the direction of Guy Aston at the University of 

Bologna in Forlì. The problem, explained in detail by Zanettin (2002), derived 

from the very different composition of the English and Italian parent popula-

tions of translated narrative and non-fi ction works. This mismatch impacted 

(a) the representativeness of the original sub-corpora; and (b) the level of 

comparability of the translational and the original components of the corpus 

as a whole. This, in turn, would have limited the types of comparative analyses 

that were intended to be carried out. There is therefore always a trade-off 

between balance and comparability, on the one hand, and representative-

ness on the other. The problem may be solved by means of a compromise: 

balance may be obtained in a core corpus, while representativeness may be 

reached by fl anking the core corpus with unidirectional parallel sub-corpora 

which better mirror the composition of the translation parent populations. So 

internal balance, representativeness and comparability can be obtained to a 
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reasonable extent in corpus design with a bit of manoeuvring between what is 

given and what is taken as objects of study in a particular sociocultural envir-

onment. Comparability across cultures is a much more complicated matter, 

of course, but one can at least achieve consensus on the design principles and 

make them explicit, so that different research communities are able to mutu-

ally understand the rationale for particular decisions and the implications of 

each other’s fi ndings.

Still on the subject of corpus design, Shlesinger and Malmkjær put forward 

proposals and refl ected on this aspect of the methodology. Shlesinger (1998) 

suggested unveiling the distinctive features of interpreting vis-à-vis written 

translation and original spoken discourse through a new type of monolin-

gual comparable corpus which would include interpreted speeches from a 

variety of source languages, original spoken texts produced in comparable 

settings and written translations of oral source texts produced in similar set-

tings. Malmkjær (1998) recommended a particular type of parallel corpus, 

one which would include as many different translations of the same source text 

as possible to yield data useful to the scholars interested in the study of equiva-

lences and those who focus on the phenomenon of translation per se. This is 

because the traditional unidirectional parallel corpus may hide an important 

aspect of the translational process, namely the specifi c choices and strategies 

adopted by different translators.

1.3 The Establishment of Corpora in 

Applied Translation Studies

Applied CTS took off slightly later compared with descriptive studies and then 

grew fairly rapidly. Its beginning can be traced back to Gellerstam (1986) and 

Lindquist (1989), as stated earlier, but it is really from the end of the 1990s 

onwards that we can really talk of a growing body of research in this area. 

Applied corpus studies of translation forged strong links with contrastive ana-

lysis, language for specifi c purposes (LSP), foreign language teaching, termin-

ology, lexicography and computational linguistics. At the core of corpus-based 

pedagogy were the design and navigation of corpora created not only as 

sources for the retrieval of translation equivalents or as aids for improving the 

quality and effi ciency of the fi nal translation product, but also as repositories 

of data used to better understand translation processes and language behav-

iour, from a monolingual and a contrastive perspective. Corpus-based teach-

ing methods drew on Data-Driven Learning, which was developed by Johns 

(1991) in foreign language pedagogy. Within this student-centred perspec-

tive tutees act as researchers in as far as they identify problem areas, suggest 

descriptive hypotheses and then test them in cooperation with their tutor who 
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assumes the role of facilitator in the learning process. Gavioli and Zanettin 

applied this methodology in the undergraduate translation classroom, where 

learners designed, compiled and analysed a comparable Italian–English cor-

pus of  medical research articles in order to acquire: (a) content knowledge 

about a specifi c subject fi eld; (b) textual knowledge concerning the overall 

structure of medical research articles; (c) linguistic knowledge about the typ-

ical use of specialized terms (e.g. acronyms, names of tests or viruses) and 

words in specialized contexts, such as contrastive markers, modal verbs and 

tentative verbs. The analytical tools were frequency lists and keyword in con-

text (KWIC) concordance lines through which the selected lexical items were 

investigated semantically, syntactically, collocationally and pragmatically in 

order to improve the understanding of medical terms obscure to non-expert 

readers as well as to identify the most accurate equivalents at the level of lexis 

and discourse units (Gavioli, 1997, 1999; Gavioli and Zanettin 2000). Similar 

techniques were used by Bowker (1998) in an experimental study which tested 

the effectiveness of using a target language monolingual corpus of specialized 

texts as an aid to improve subject fi eld understanding, correct term choice and 

fl uency.

So at the end of the 1990s the overall picture looks like this: within the 

empirical paradigm whose development in the early 1990s can be regarded, 

in line with Chesterman (1998), as the most important trend that character-

izes translation studies, a number of novel syntheses in the pure and applied 

branches of the discipline were proposed and realized with corpus linguis-

tic methods. On the whole, they were received with interest by the scholarly 

community. Here are some notable comments made about the new trend: 

Tymoczko (1998: 652, 658) regards CTS as ‘central to the way that Translation 

Studies as a discipline will remain vital and move forward’ and ‘an opportun-

ity to reengage the theoretical and pragmatic branches of Translation Studies, 

branches which over and over again tend to disassociate, developing slippage 

and even gulfs’. Hatim (1999) also praises CTS when he claims that corpus-

based translation studies is a truly new wave of research providing it does not 

limit itself to studying only what is in translated text but also what is of transla-

tion, that is, its ideological impact.

At the end of this initial period of intense scholarly work, three main areas 

of development for the new millennium can be identifi ed. These are: fi rst, the 

search for common ground between linguistics and the rapidly developing 

interdisciplinary fi eld of cultural studies; second, an awareness of ideology as a 

factor indissolubly intertwined with text, context, translation as well as the the-

ory, practice and pedagogy of translation; and, fi nally, keeping pace with the 

development of modern technologies in order continually to update, refi ne 

and diversify the methodologies adopted in descriptive and applied studies 

(Tymoczko 1998: 657).
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1.4 The Spread of Corpora across Languages and Cultures

We can share Venuti’s (2000: 334, 2004: 326) perception that at the start of the 

new millennium, translation studies ‘is an international network of scholarly 

communities who construct research and debate across conceptual and dis-

ciplinary divisions’. This insight is consistent with the intention expressed in 

the same year by Mona Baker, Theo Hermans and Maeve Olohan to open and 

focus the scholarly debate on three important issues: (i) comparing and con-

trasting the variety of research models elaborated by the different approaches 

and theories of translation; (ii) their relationship with existing paradigms; 

(iii) the extent to which they can be applied across the wide range of phenom-

ena considered to be legitimate data for the discipline. These were the main 

themes of the fi rst international conference devoted to ‘Research Models in 

Translation Studies’, held in Manchester, in April 2000. It brought to light not 

only the spread of methods of testing or developing theories or producing or 

exploring new data – the very defi nition of research models put forward by 

Chesterman (2000) – but the conference also revealed some important devel-

opments that were taking place in corpus studies of translation. These were 

later enhanced by two international conferences entirely devoted to corpus-

based translation studies. The fi rst one, ‘Corpus-Based Translation Studies: 

Research and Applications’, was held in Pretoria, in July 2003. The second 

one, ‘Conference and Workshop on Corpora and Translation Studies’, took 

place in Shanghai, in March 2007. To what extent do these advances substan-

tiate Tymoczko’s (1998: 657) claim that the appeal of CTS lies in its potential 

‘to illuminate both similarity and difference and to investigate in a manage-

able form the particulars of language-specifi c phenomena of many different 

languages and cultures’? First of all, let us examine descriptive CTS, which has 

grown considerably over the last decade or so, thanks to the creation of new 

corpora in many different countries (cf. Xiao 2006; Anderman and Rogers 

2008). The availability of these multilingual resources has enabled descriptive 

translation scholars to interface with neighbouring disciplines, most notably, 

contrastive linguistics and lexicography, as testifi ed by the themes addressed 

by the biennial international conference series, Using Corpora in Contrastive and 
Translation Studies (UCCTS). This initiative is intended to provide an inter-

national forum for the exploration of theoretical and practical concerns in 

contrastive and translation studies. The fi rst conference was held at Zhejiang 

University in Hangzhou, China, on 25–27 September 2008 (see Xiao 2010), the 

second, jointly organized by Edge Hill University, the University of Bologna 

and Beijing Foreign Studies University, took place at Edge Hill University in 

Ormskirk, UK, on 27–29 July 2010.

Thanks to the spread of corpora, the quest for universals is now being pur-

sued in multilingual settings, despite ongoing debate on the tenability of 

this notion as a valid concept for describing and explaining the specifi city 
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of translational language (cf. Mauranen and Kujamäki 2004; Klaudy 2009; 

Laviosa 2009; Xiao 2010). These studies demonstrate, through empirical and 

interdisciplinary research that ‘translations are texts of a particular, specifi c 

kind, which refl ect the complex cognitive processes and the particular social 

contexts from which they arise’ (Mauranen 2008: 45). They sometimes show 

lexical and structural trace of language contact, while at other times they may 

under-represent features unique to the TL, over-represent elements that are 

less common in the TL or display a tendency towards conservative or conven-

tional target language use (ibid.).

In addition to the study of regularities in translational behaviour, scholars 

have also focused in recent years on the particulars of culture-specifi c phe-

nomena. For example, Baker (2000) examined the style of two literary transla-

tors represented in the TEC, namely Peter Bush and Peter Clark, where ‘style’ 

comprises the translator’s choices regarding the type of works to translate, the 

consistent use of specifi c strategies as well as the use of prefaces, footnotes or 

glossaries. With this investigation, Baker outlines a framework within which the 

linguistic choices made by the translator are linked to extralinguistic aspects 

of the process of translation such as the relative status of source and target lan-

guage, the distance between source and target culture, the translator’s choices 

regarding themes and literary genres as well as the professional status of the 

translator. Stylistic variation is also at the heart of Kruger’s research (2000). 

Drawing on Biber’s (1988) approach to spoken and written register varia-

tion, she examined a cluster of 12 co-occurring linguistic features indicative 

of ‘involved production’ in a diachronic parallel corpus including Afrikaans 

translations of The Merchant of Venice. The study revealed a tendency towards 

a more oral, more involved and more situated style in a recent stage transla-

tion versus an older page translation. Other studies of the translator’s voice in 

literature were carried out by Bosseaux (2007), Kenny (2001), Saldanha (2004, 

2005) and Winters (2005).

Ideology is emerging as a distinctive theme in descriptive CTS. Kemppanen’s 

(2000, 2001, 2004) study, for example, is based on a Comparable Corpus of History 
Texts, which consists of Russian–Finnish translations and original Finnish texts 

on Finnish political history. Most of the collected works were published in the 

1970s when the Marxist-oriented approach to the scholarly study of Finnish 

history was highly valued in a political climate which favoured and encour-

aged Finnish–Soviet relations. Kemppanen applies A. J. Greimas’ model of 

narrative structures to investigate two semantic fi elds identifi ed in the trans-

lational sub-corpus: ‘friendship and co-operation’ and ‘class consciousness’. 

The word ystävyys (friendship) in particular displays a positive semantic pros-

ody in translated texts versus a negative one in original works. Moreover, in 

translation, friendship is portrayed as an aim to be achieved by Finland and 

the Soviet Union working in harmony, while in original Finnish, the Soviet 

Union is portrayed as an opponent. Another example of how the analysis 
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of the sociocultural context can be fruitfully integrated with corpus data is 

Munday’s (2002) investigation of an article by Gabriel García Márquez about 

a 6-year-old Cuban boy who was rescued while trying to reach the USA in 

1999. The three English translations published in the Guardian and New York 
Times newspapers as well as by a Cuban group, Gramma International were 

analysed within a systemic functional linguistic framework. This revealed 

 important shifts in the translation process, which were accounted for by link-

ing the metafunctional profi les of source and target texts to their relative 

sociocultural contexts. For instance, the anti-USA feelings expressed in the 

original were relayed differently in the target texts and in the New York Times, 
they were largely omitted.

The investigation of Anglicisms through corpus linguistic methods combined 

with other tools, such as textual and ethnographic analysis (e.g. Baumgarten 

et al. 2004; House 2007; Laviosa 2010a, 2010b; House, this volume, Chapter 8) 

has recently attracted the attention of translation scholars, particularly in 

Europe, where the harmonization of a national and a transnational identity is 

closely linked to the issues of multilingualism and mutual comprehensibility. 

Owing to the status of English as a global lingua franca, these studies largely 

assume that translation is a mediator of language change induced by English 

source texts, as a result of the process known as ‘negative transfer’, which 

is more readily tolerated ‘when translation is carried out from a “major” or 

highly prestigious language/culture, especially if the target language/culture 

is “minor”, or “weak” in any other sense’ (Toury 1995: 278). Yet, the empirical 

evidence is far from consistent, since there seems to be considerable variation 

across target languages, domain-specifi c discourses, text types and even differ-

ent types of Anglicisms at different levels of linguistic analysis (cf. Anderman 

and Rogers 2005). It is, therefore, still an open issue whether translation plays 

a signifi cant role in the process of Anglicization of the European languages 

and may be legitimately regarded as the main means of importing new linguis-

tic trends vis-à-vis other forms of language contact.2

These recent lines of enquiry demonstrate that corpus scholars are increas-

ingly becoming aware that ‘[d]escription is not enough. It has to serve a pur-

pose, such as explanation’ (Hermans 1999: 103). In order to achieve this 

objective they are beginning to contextualize the phenomena investigated 

and becoming more alert to the wealth of ideas and research tools offered 

by neighbouring disciplines, as recommended by several scholars (Tymoczko 

1998; Olohan 2004; House, this volume, Chapter 8).

Finally, in applied CTS, corpora are being widely and systematically used 

in translator training, particularly in the ‘translation praxis classroom’ 

(Kiraly 2000, 2003), where they constitute valuable resources for retriev-

ing and examining lexical, terminological, phraseological, syntactical and 

stylistic equivalents (Bowker and Pearson 2002; Bowker 2003; Koby and 

Baer 2003). They are also employed to acquire subject-specifi c knowledge, 
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to evaluate translation quality, and as essential components of Computer-

Aided Translation Technology (Bowker 2000; 2001; Koby and Baer 2003). 

At the same time, corpora are making inroads into translator education 

(cf. Zanettin et al. 2003), which comprises language teaching at an advanced 

level for trainee translators (Bernardini 2000, 2002, 2004a, 2004b) and 

translation-based teaching methods for ESP learners (Gavioli 2005; Zanettin 

2009).

1.5 Conclusion

Revisiting Tymoczko’s envisaged steps in the development of corpus-based 

translation studies, we can say: yes, there is growing awareness of the role played 

by ideology in shaping text, context and translation, and this can be inves-

tigated by integrating corpus techniques with other methods; yes, language- 

and culture-specifi c phenomena are being investigated alongside the quest 

for similarities across languages and cultures, and yes, CTS is keeping pace 

with modern technologies, applying them effectively to research and peda-

gogy. CTS has not disappointed our expectations, at least to a large extent, but 

how much progress has really been made towards bridging the gap between 

linguistics and cultural studies? This too was one of the pursuits of CTS, and at 

present there are tangible signs that this may become one of the most fruitful 

and groundbreaking venues of enquiry. If one considers that more and more 

diversifi ed resources are continually being created around the world, ranging 

from large reference corpora to small, handpicked specialized corpora, from 

synchronic to diachronic repositories of linguistic data, from unidirectional 

to bidirectional parallel corpora and from monolingual to multilingual com-

parable resources, it becomes plausible to conceive and carry out interdiscipli-

nary work that harmonizes history with critical linguistics and sociocultural 

and literary investigations.

At the level of theory, the general trend seems to be favourable to  starting 

a dialogue between post-modern cultural studies and textual theories on the 

one hand, and empirical descriptive studies on the other. Here, in  particular, 

reference is made to the set of 30 theses identifi ed by Chesterman and Arrojo 

(2000) as representing the shared ground between essentialism and non-

 essentialism on three main issues in translation studies, namely the  defi nition, 

nature and effects of its object of study. There is, of course, a connection 

between these endeavours to engage in constructive exchanges of views and 

perspectives and Baker’s (2002) past and recent recommendations to  corpus 

builders and  analysts to document and study the extralinguistic  factors that 

come into play when texts are produced so as to go beyond the text as a  formal 

structure and explore the relationship between linguistic patterns and text 

users. In conclusion, it seems neither unreasonable nor too far-fetched to 
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envisage that what the future holds for corpus-based translation studies is 

the promotion of rich, varied, multilingual and interdisciplinary work, which 

will lead the way towards greater unity in the fi eld of translation studies, fully 

respecting the diversity of each perspective involved.

Notes

1 PAROLE (Preparatory Action for Linguistic Resources Organization for  Language 

Engineering) represents a large-scale harmonized effort to create comparable 

text corpora and lexica for EU languages. Fourteen languages are involved on the 

PAROLE project, including Belgian French, Catalan, Danish, Dutch, English, 

French, Finnish, German, Greek, Irish, Italian, Norwegian, Portuguese and 

 Swedish. Corpora containing 20 million words and lexica containing 20,000 

entries were constructed for each of these languages using the same design and 

 composition principles during 1996–1998. These corpora all include specifi c pro-

portions of texts from the categories book (20 per cent), newspaper (65 per cent), 

periodical (5 per cent) and miscellaneous (10 per cent) within a settled range. 

The PAROLE corpora that are currently available are distributed by ELRA http://

cw.routledge.com/textbooks/0415286239/resources/corpa3.htm#_Toc9229895
2 See also Mauranen (2008: 45) who contends that, even though translations 

refl ect their source languages through interference, they are not the only form 

of frequent language contact in today’s globalized world and cannot be regarded 

as the enemy within pure, isolated, self-contained languages.

References

Anderman, Gunilla and Margaret Rogers (eds) (2005) In and out of English: For 
Better, for Worse?, Clevedon: Multilingual Matters.

— (2008) Incorporating Corpora: The Linguist and the Translator, Clevedon: 

Multilingual Matters.

Baker, Mona (1993) ‘Corpus Linguistics and Translation Studies: Implications and 

Applications’, in Mona Baker, Gill Francis and Elena Tognini-Bonellli (eds) Text 
and Technology: In Honour of John Sinclair, Amsterdam: John Benjamins, 233–50.

— (1995) ‘Corpora in Translation Studies: An Overview and some Suggestions for 

Future Research’, Target 7(2): 223–43.

— (1996) ‘Corpus-Based Translation Studies: The Challenges that Lie Ahead’, 

in Harold Somers (ed.) LSP and Translation: Studies in Language Engineering in 
Honour of Juan C. Sager, Amsterdam: John Benjamins, 175–86.

— (1998) ‘Réexplorer la Langue de Ia Traduction: Une Approche par Corpus’, Meta 
43(4): 480–5. Available online at: http://www.erudit.org/revue/meta/1998/

v43/n4/ (accessed 21 May 2010).

— (1999) ‘The Role of Corpora in Investigating the Linguistic Behaviour of 

Professional Translators’, International Journal of Corpus Linguistics 4(2): 281–98.



 Corpus-Based Translation Studies 27

— (2000) ‘Towards a Methodology for Investigating the Style of a Literary 

Translator’, Target 12(2): 241–66.

— (2002) ‘Corpus-Based Studies within the Larger Context of Translation Studies’, 

Genesis: Revista Cientifi ca do ISAI 2: 7–16.
Baker, Mona, Gill Francis and Elena Tognini-Bonellli (eds) (1993) Text and 

Technology: In Honour of John Sinclair, Amsterdam: John Benjamins.

Baumgarten, Nicole, Juliane House and Julia Probst (2004) ‘English as Lingua 
Franca in Covert Translation Processes’, The Translator 10(1): 83–108.

Bernardini, Silvia (2000) Competence, Capacity, Corpora. A Study in Corpus-aided 
Language Learning, Bologna: CLUEB.

— (2002) ‘Exploring New Directions in Discovery Learning’, in Bernhard 

Kettemann and Georg Marko (eds) Teaching and Learning by Doing Corpus 
Analysis, Amsterdam and New York: Rodopi, 165–82.

— (2004a) ‘The Theory behind the Practice: Translator Training or Translator 

Education?’, in Kirsten Malmkjær (ed.) Translation in Undergraduate Degree 
Programmes, Amsterdam and Philadelphia: John Benjamins, 17–30.

— (2004b) ‘Corpus-aided Language Pedagogy for Translator Education’, in Kirsten 

Malmkjær (ed.) Translation in Undergraduate Degree Programmes, Amsterdam and 

Philadelphia: John Benjamins, 97–112.

Biber, Douglas (1988) Variation across Speech and Writing, Cambridge: Cambridge 

University Press.

Blum-Kulka, Shoshana (1986) ‘Shifts of Cohesion and Coherence in Translation’, 

in Juliane House and Shoshana Blum-Kulka (eds) Inter-lingual and Inter-cultural 
Communication: Discourse and Cognition in Translation and Second Language 
Acquisition Studies, Tübingen: Gunter Narr, 17–35.

Blum-Kulka, Shoshana and Eddie A. Levenston (1983) ‘Universals of Lexical 

Simplifi cation’, in Claus Faerch and Gabriele Kasper (eds) Strategies in 
Interlanguage Communication, London: Longman, 119–39.

Bosseaux, Charlotte (2007) How Does it Feel? Point of View in Translation. The Case of 
Virginia Woolf into French, Amsterdam and New York: Rodopi.

Bowker, Lynne (1998) ‘Using Specialized Monolingual Native-language Corpora 

as a Translation Resource: A Pilot Study’, Meta 43(4): 631–51. Available online 

at: http://www.erudit.org/revue/meta/1998/v43/n4/ (accessed 21 May 2010).

— (2000) ‘A Corpus-Based Approach to Evaluating Student Translations’, The 
Translator 6(2): 183–210.

— (2001) ‘Towards a Methodology for a Corpus-Based Approach to Translation 

Evaluation’, Meta 46(2): 345–64. Available online at: http://www.erudit.org/

revue/meta/2001/v46/n2/ (accessed 28 May 2010).

— (2003) ‘Towards a Collaborative Approach to Corpus Building in the Translation 

Classroom’, in Brian James Baer and Geoffrey S. Koby (eds) Beyond the Ivory 
Tower: Rethinking Translation Pedagogy, Amsterdam and Philadelphia: John 

Benjamins, 193–210.

Bowker, Lynne and Jennifer Pearson (2002) Working with Specialized Language. A 
Practical Guide to Using Corpora, London and New York: Routledge.

Chafe, Wallace L., John W. Du Bois and Sandra A. Thompson (1991) ‘Towards a 

New Corpus of Spoken American English’, in Karin Aijmer and Bengt Altenberg 



28 Corpus-Based Translation Studies

(eds) English Corpus Linguistics in Honour of Jan Svartvik, London and New York: 

Longman, 64–82.

Chesterman, Andrew (1998) ‘Causes, Translations, Effects’, Target 12(1): 

200–30.

— (2000) ‘A Causal Model for Translation Studies’, in Maeve Olohan (ed.) 

Intercultural Faultlines. Research Models in Translation Studies: Textual and Cognitive 
Aspects, Manchester: St. Jerome, 15–27.

— (2004) ‘Beyond the Particular’, in Anna Mauranen and Pekka Kujamäki 

(eds) Translation Universals: Do they Exist?, Amsterdam and Philadelphia: John 

Benjamins, 33–50.

Chesterman, Andrew and Rosemary Arrojo (2000) ‘Shared Grounds in Translation 

Studies’, Target 12(1): 151–60.

Frawley, William (1984) ‘Prolegomenon to a Theory of Translation’, in William 

Frawley (ed.) Translation: Literary, Linguistic and Philosophical Perspectives, London: 

Associated University Presses.

Gavioli, Laura (1997) ‘Corpora di Testi Elettronici e Concordanze: Un’ Esperienza 

in un Corso Universitario per Traduttori’, in Atti del Simposio su Didattica e 
Informatica, Livorno 9–11 Ottobre 1997, Livorno: Accademia Navale, 131–4.

— (1999) ‘Corpora and the Concordancer in Learning ESP. An Experiment in a 

Course for Interpreters and Translators’, in Gabriele Azzaro and Margherita 

Ulrych (eds) Anglistica e i Metodi e Percorsi Comparatistici nelle Lingue, Cultura e 

Letterature di Origine Europea, Vol. II Transiti Linguistici e Culturali, Trieste: EUT, 

331–44.

— (2005) Exploring Corpora for ESP Learning, Amsterdam and Philadelphia: John 

Benjamins.

Gavioli, Laura and Federico Zanettin (2000) ‘I Corpora Bilingui nell’Apprendimento 

della Traduzione. Rifl essioni su un’Esperienza Pedagogica’, in Silvia Bernardini 

and Federico Zanettin (eds) I corpora nella didattica della traduzione. Corpus Use 
and Learning to Translate, Bologna: CLUEB, 61–80.

Gellerstam, Martin (1986) ‘Translationese in Swedish Novels Translated from 

English’, in Lars Wollin and Hans Lindquist (eds) Translation studies in 
Scandinavia, Proceedings from the Scandinavian Symposium on Translation Theory 
(SSOTT) II Lund 14–15 June 1985, Lund Studies in English, Lund: CWK Gleerup, 

75, 88–95.

Halverson, Sandra (1998) ‘Translation Studies and Representative Corpora: 

Establishing Links between Translation Corpora, Theoretical/Descriptive 

Categories and the Conception of the Object of Study’, Meta 43(4): 494–514. 

Available online at: http://www.erudit.org/revue/meta/1998/v43/n4/ (accessed 

21 May 2010).

Hatim, Basil (1999) ‘The Cultural and the Textual in the Way Translation Studies 

has Evolved’, Paper presented at The University of Salford, UK, ESRI Research 

Seminars, 24 March.

Hermans, Theo (1999) Translation in Systems: Descriptive and System-oriented 
Approaches Explained, Manchester: St. Jerome.

House, Juliane (2007) ‘Language Change through Language Contact in 

Translation: Evidence from Diachronic Corpus Studies’, Paper presented at 



 Corpus-Based Translation Studies 29

Conference and Workshop on Corpora and Translation Studies, Shanghai Jiao 

Tong University, Shanghai, 31 March–3 April.

Johansson, Stig (1998) ‘On the Role of Corpora in Cross-Linguistic Research’, in 

Stig Johansson and Signe Oksefjell (eds) Corpora and Cross-linguistic Research: 
Theory, Method, and Case Studies, Amsterdam: Rodopi, 3–24.

Johansson, Stig and Knut Hofl and (1994) ‘Towards an English-Norwegian Parallel 

Corpus’, in Udo Fries, Gunnel Tottie and Peter Schneider (eds) Creating and 
Using English Language Corpora, Papers from the Fourteenth International 

Conference on English Language Research on Computerized Corpora, Zurich, 

19–23 May 1993, Amsterdam: Rodopi, 25–37.

Johns, Tim (1991) ‘From Printout to Handout: Grammar and Vocabulary Teaching 

in the Context of Data-driven Learning’, in Tim Johns and Philip King (eds) 

Classroom Concordancing, ELR Journal, 4 (Special Issue), 27–46.

Kemppanen, Hannu (2000) ‘Looking for Evaluative Keywords in Authentic and 

Translated Finnish: Corpus Research on Finnish History Texts’, Paper pre-

sented at Research Models in Translation Studies Conference, UMIST and 

UCL, Manchester, 28–30 April.

— (2001) ‘Ideology in Translation: Challenging Universals?’, Paper presented 

at Translation Universals: Do they Exist? Conference, Savonlinna School of 

Translation, University of Joensuu, Finland, 19–20 October.

— (2004) ‘Keywords and Ideology in Translated History Texts: A Corpus-Based 

Analysis’, Across Languages and Cultures 5(1): 89–106.

Kenny, Dorothy (1998) ‘Corpora in Translation Studies’, in Mona Baker (ed.) 

Routledge Encyclopedia of Translation Studies, London: Routledge, 50–3.

— (1999) ‘Norms and Creativity: Lexis in Translated Text’. Unpublished PhD 

Thesis, Centre for Translation and Intercultural Studies (CTIS), University of 

Manchester.

— (2001) Lexis and Creativity in Translation. A Corpus-Based Study. Manchester: 

St. Jerome.

— (2009) ‘Corpora’, in Mona Baker and Gabriela Saldanha (eds) Routledge Encyclopedia 
of Translation Studies, 2nd edn, London and New York: Routledge, 59–62.

Kiraly, Donald C. (2000) A Social Constructivist Approach to Translator Education. 
Empowerment from Theory to Practice, Manchester: St. Jerome.

— (2003) ‘From Instruction to Collaborative Construction: A Passing Fad or the 

Promise of a Paradigm Shift in Translator Education?’, in Brian James Baer and 

Geoffrey S. Koby (eds) Beyond the Ivory Tower: Rethinking Translation Pedagogy. 
American Translators Association Scholarly Monograph Series, Vol. 12, 

Amsterdam and Philadelphia: John Benjamins, 3–27.

Klaudy, Kinga (1996) ‘Concretization and Generalization of Meaning in 

Translation’, in Marcel Thelen and Barbara Lewandoska-Tomaszczyk (eds) 

Translation and Meaning Part 3, Proceedings of the Maastricht Session of the 2nd 
International Maastricht-Łódź Duo Colloquium on ‘Translation and Meaning’, held 

in Maastricht, The Netherlands, 19–22 April 1995, Maastricht: Hogeschool 

Maastricht, 141–63.

— (2009) ‘Explicitation’, in Mona Baker and Gabriela Saldanha (eds) Routledge 
Encyclopedia of Translation Studies, 2nd edn, London and New York: Routledge, 

104–8.



30 Corpus-Based Translation Studies

Koby, Geoffrey S. and Brian James Baer (2003) ‘Task-Based Instruction and the 

New Technology. Training Translators for the Modern Language Industry’, in 

Brian James Baer and Geoffrey S. Koby (eds) Beyond the Ivory Tower: Rethinking 
Translation Pedagogy, Amsterdam and Philadelphia: John Benjamins, 211–27.

Kruger, Alet (2000) ‘Lexical Cohesion and Register Variation in Translation: The 

Merchant of Venice in Afrikaans’. Unpublished DLitt et Phil Thesis, University 

of South Africa, Pretoria.

Laviosa, Sara (2002) Corpus-Based Translation Studies. Theory, Findings, Applications, 
Amsterdam: Rodopi.

— (2009) ‘Universals’, in Mona Baker and Gabriela Saldanha (eds) Routledge 
Encyclopedia of Translation Studies, 2nd edn, London and New York: Routledge, 

306–10.

— (2010a, in press) ‘Towards the Study of Drifts in the Priming of Anglicisms in 

Business Communication’, in Paola Evangelisti Allori and Vijay Bhatia (eds) 

Identity in the Professions. Legal and Corporate Citizenship, Bern: Peter Lang.

— (2010b) ‘Corpus-Based Translation Studies 15 Years on: Theory, Findings, 

Applications’, SYNAPS 24.

Laviosa-Braithwaite, Sara (1996) ‘The English Comparable Corpus (ECC): 

A Resource and a Methodology for the Empirical Study of Translation’. 

Unpublished PhD Thesis, Centre for Translation and Intercultural Studies 

(CTIS), University of Manchester.

Leech, Geoffrey (1992) ‘Corpora and Theories of Linguistic Performance’, 

in Jan Svartvik (ed.) Directions in Corpus Linguistics, Proceedings of Nobel 

Symposium 82, Stockholm, 4–8 August 1991, Trends in Linguistics: Studies 

and Monographs, Berlin: Mouton de Gruyter, 65, 105–22.

Lindquist, Hans (1989) English Adverbials in Translation: A Corpus Study of Swedish 
Renderings, Lund Studies in English 80, Lund: Lund University Press.

Magalhães, Célia Maria (2001) ‘Corpora-Based Translation Studies in Brazil: 

Towards Universals of Translation?’, Paper presented at Claims, Changes 

and Challenges in Translation Studies, Third International Congress of the 

European Society for Translation Studies, Copenhagen Business School, 

30 August–1 September.

Malmkjær, Kirsten (1998) ‘Love thy Neighbour: Will Parallel Corpora Endear 

Linguists to Translators?’, Meta 43(4): 534–41. Available online at: http://www.

erudit.org/revue/meta/1998/v43/n4/ (accessed 21 May 2010).

Mauranen, Anna (2000) ‘Strange Strings in Translated Language. A Study on 

Corpora’, in Maeve Olohan (ed.) Intercultural Faultlines. Research Models in 
Translation Studies: Textual and Cognitive Aspects, Manchester: St Jerome, 119–41.

— (2008) ‘Universal Tendencies in Translation’, in Gunilla Anderman and 

Margaret Rogers (eds) Incorporating Corpora: The Linguist and the Translator, 
Clevedon: Multilingual Matters, 32–48.

Mauranen, Anna and Pekka Kujamäki (eds) (2004) Translation Universals. Do They 
Exist?, Amsterdam and Philadelphia: John Benjamins.

Munday, Jeremy (1997) ‘Systems in Translation: A Computer-Assisted Systemic 

Approach to the Analysis of the Translations of García Márquez’. Unpublished 

PhD Thesis, Department of Modern Languages, University of Bradford.



 Corpus-Based Translation Studies 31

— (2002) ‘Systems in Translation: A Systematic Model for Descriptive Translation 

Studies’, in Theo Hermans (ed.) Crosscultural Transgressions. Research Models in 
Translation II: Historical and Ideological Issues, Manchester: St. Jerome, 76–92.

Olohan, Maeve (2004) Introducing Corpora in Translation Studies, Manchester: 

St. Jerome.

Olohan, Maeve (ed.) (2000) Intercultural Faultlines. Research Models in Translation 
Studies: Textual and Cognitive Aspects, Manchester: St. Jerome.

Øverås, Linn (1998) ‘In search of the Third Code: An Investigation of Norms 

in Literary Translation’, Meta 43(4): 571–88. Available online at: http://www.

erudit.org/revue/meta/1998/v43/n4/ (accessed 21 May 2010).

Saldanha, Gabriela (2004) ‘Accounting for the Exception to the Norm: A Study of 

Split Infi nitives in Translated English’, Language Matters, Studies in the Languages 
of Africa 35(1): 39–53.

— (2005) ‘Style of Translation: An Exploration of Stylistic Patterns in the 

Translations of Margaret Jull Costa and Peter Bush’. Unpublished PhD Thesis, 

School of Applied Language and Intercultural Studies, Dublin City University.

Scott, Maria Nélia (1998) ‘Normalisation and Readers’ Expectations: A Study 

of Literary Translation with Reference to Lispector’s “A Hora da Estrela” ’. 

Unpublished PhD Thesis, AELSU, University of Liverpool.

Shlesinger, Miriam (1989) ‘Simultaneous Interpretation as a Factor in Affecting 

Shifts in the Position of Texts in the Oral-Literate Continuum’. Unpublished 

MA Dissertation, Tel Aviv, Tel Aviv University.

— (1991) ‘Interpreter Latitude vs. Due Process. Simultaneous and Consecutive 

Interpretation in Multilingual Trials’, in Sonja Tirkkonen-Condit (ed.) Empirical 
Research in Translation and Intercultural Studies, Selected papers of the TRANSIF 

Seminar, Savonlinna 1988, Tübingen: Gunter Narr, 47–155.

— (1995) ‘Shifts in Cohesion in Simultaneous Interpreting’, The Translator 1(2): 

193–214.

— (1998) ‘Corpus-Based Interpreting Studies as an Offshoot of Corpus-Based 

Translation Studies’, Meta 43(4): 486–93. Available online at: http://www.

erudit.org/revue/meta/1998/v43/n4/ (accessed 21 May 2010).

Sinclair, John M. (1991) Corpus, Concordance, Collocation, Oxford: Oxford University 

Press.

Toury, Gideon (1985) ‘A Rationale for Descriptive Translation Studies’, in Theo 

Hermans (ed.) The Manipulation of Literature: Studies in Literary Translation, 
London: Croom Helm, 16–41.

— (1991) ‘What are Descriptive Studies into Translation Likely to Yield apart 

from Isolated Descriptions?’, in Kitty M. van Leuven-Zwart and Ton Naaijkens 

(eds) Translation Studies: The State of the Art: Proceedings from the First James S. 
Holmes Symposium on Translation Studies, Amsterdam and Atlanta, GA: Rodopi. 

179–92.

— (1995) Descriptive Translation Studies and Beyond, Amsterdam: John Benjamins.

— (2004) ‘Probabilistic Explanations in Translation Studies: Welcome as they are, 

Would they Qualify as Universals?’, in Anna Mauranen and Pekka Kujamäki 

(eds) Translation Universals. Do they Exist?, Amsterdam and Philadelphia: John 

Benjamins, 15–32.



32 Corpus-Based Translation Studies

Tymoczko, Maria (1998) ‘Computerized Corpora and the Future of Translation 

Studies’, Meta 43(4): 652–60. Available online at: http://www.erudit.org/revue/

meta/1998/v43/n4/ (accessed 21 May 2010).

Vanderauwera, Ria (1985) Dutch Novels Translated into English: The Transformation of 
a ‘Minority’ Literature, Amsterdam: Rodopi.

Venuti, Lawrence (2000/2004) The Translation Studies Reader, London: Routledge.

Weissbrod, Rachel (1992) ‘Explicitation in Translations of Prose-fi ction from 

English to Hebrew as a Function of Norms’, Multilingua II(2): 153–71.

Winters, Marion (2005) ‘A Corpus-Based Study of Translator Style: Oeser’s and 

Orth-Guttmann’s German Translations of F. Scott Fitzgerald’s The Beautiful 
and Damned’. Unpublished PhD Thesis, School of Applied Language and 

Intercultural Studies, Dublin City University.

Xiao, Richard (2006) ‘Corpora Survey’. Available online at: http://cw.routledge.

com/textbooks/0415286239/resources/corpa3.htm (accessed 27 May 2010).

Xiao, Richard (ed.) (2010) Using Corpora in Contrastive and Translation Studies, 
Newcastle upon Tyne: Cambridge Scholars Publishers.

Zanettin, Federico (1998) ‘Bilingual Comparable Corpora and the Training of 

Translators’, Meta 43(4): 616–30. Available online at: http://www.erudit.org/

revue/meta/1998/v43/n4/ (accessed 21 May 2010).

— (2002) ‘CEXI: Designing an English Italian Translational Corpus’, Language 
and Computers 42(1): 329–43.

— (2009) ‘Corpus-Based Translation Activities for Language Learners’, The 
Interpreter and Translator Trainer, (3)2: 209–24.

Zanettin, Federico, Silvia Bernardini and Dominic Stewart (eds) (2003) Corpora in 
Translator Education, Manchester: St. Jerome.



Chapter 2

Corpus-Based Interpreting Studies (CIS): 
Overview and Prospects

Robin Setton

The confusions that occupy us arise when language is like an engine idling, not when 
it is doing work.

Ludwig Wittgenstein

2.1 Introduction

In the last thirty years, corpus-based translation studies (CTS) has piggy-

backed the fast-growing fi eld of corpus linguistics (CL) to yield a rich harvest 

of insights into translation. Some researchers studying interpreting had also 

been examining performance data, in which the challenges soon appeared 

to be of a different order. In interpreting, the conditions of reception and 

production of the translation create special diffi culties for data collection, 

transcription and interpretation, but also invite closer attention to a new 

dimension: process. As well as revealing interesting features of the product, 

as in mainstream CL and CTS, authentic interpreting corpora open a window 

onto the peculiar cognitive processes of this activity, and may even contribute 

to our understanding of language and cognition.

This chapter reviews the history of corpus-based interpreting studies (CIS), 

focusing on recent developments – new software, access to larger, quality corpora 

and new techniques for transcription, analysis, presentation and sharing – that 

hold signifi cant future promise for this paradigm as an alternative and comple-

ment to intuition, surveys or laboratory experiments.

Technology and better access to corpora are vastly enhancing the data, but 

as the maxim has it, if theory without data is empty, data without theory is 

sterile. The interpreting studies community is still struggling to analyse and 

understand this unique activity, interweaving language, cognition and com-

munication, with some relatively primitive theoretical baggage consisting of 

categories, assumptions and simple heuristic models inherited, almost intact, 

from early descriptive linguistics or cognitive psychology. More and bet-

ter data cannot of themselves compensate for this theoretical lag: authentic 
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corpora will demand a refi ned theoretical prism refl ecting up-to-date models 

of human communication and cognition, adapted to the peculiar and com-

plex conditions of interpreting. However, the necessary adaptations in moving 

from CL and CTS to CIS, and from theories of cognition and speech process-

ing to models of interpreting, are by no means straightforward, as the discus-

sion will show.

2.2 Object and Aims of CL, CTS and CIS

Information technology transformed philology by enabling the broad-based 

empirical study of language in use on the basis of large collections of real 

linguistic productions. Corpus linguists have been logging occurrences and 

distributions of language forms in search of usage patterns that identify dif-

ferent registers and help to understand the contextual factors which infl uence 

its variability (Biber et al. 1998). In a more militant vein, some ‘empirical lin-

guists’ are using the new data on usage to challenge the tenets of a hitherto 

dominant linguistics seen as based on invented utterances and preoccupied 

only with inferring abstract universals (Sampson 2001).

The fl owering of corpus linguistics inspired a similar empirical turn in 

translation studies, in which a strong impetus was given by Mona Baker and 

her colleagues in Manchester (Baker 1995). In its fi rst two computer-aided 

decades, CTS has initially focused on product rather than process, exploring 

the characteristics of translations as texts, or the patterning specifi c to trans-

lational language. Text features are quantitatively logged and compared as in 

CL, but CTS also ventures to treat certain features, like lexical use patterns 

(proportion of lexical to grammatical words, high- to low-frequency words, 

word repetition, type-token ratios) as indicators of such putative universals 

of translation (or at least of translated text) as simplifi cation or explicitation. 

Another mainstream research topic in CTS is the impact on translation of 

cultural, ideological, political and gender pressures and norms, or conversely, 

and more ambitiously, the effect of translation in these dimensions of intercul-

tural communication.

The prospects seem particularly exciting for the study of interpretation, 

where corpora are potentially richer by one or two dimensions than both 

monolingual and translation data. The peculiar conditions of production, and 

the challenge of tracking the intensive use of local context which interpreters 

need to manage these conditions, make interpreting corpora a rich undevel-

oped resource for the study of psycholinguistic and pragmatic processes.

Alongside the relatively organized and coordinated landscape of CTS, with 

its substantial paradigmatic and methodological unity and the resolute adop-

tion and integration of natural language processing (NLP) software, CIS is still 

a cottage industry. This is also due to some signifi cant differences of orientation 
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and emphasis. Interpreting research is more concerned with cognitive and psy-

cholinguistic processes, and the conditions of production make it rather point-

less to attempt any realistic model of the process without taking into account 

factors such as the live context and elusive features of live speech like prosody.

Fruitful research has already been done, along CTS lines, to identify 

 distinctive characteristics of interpreting output as compared to spontaneous 

sovereign speech (see Section 2.4.5.1 below). But the interpreting community, 

insofar as it expects anything from research at all, is especially interested in 

discovering the factors determining quality and expertise (for training), a 

demand which CIS can only meet by exploring and inferring from the con-

trastive temporal and linguistic details of multilingual corpora.

Research in support of interpreter training and quality aims to identify the 

main factors in the success or failure of interpretation and the acquisition 

of interpreting expertise. Corpus analysis and controlled experiments offer 

alternative routes to this goal. While natural interpretation corpora obviously 

hold valuable clues to expertise, experimental research in a psycholinguistics 

paradigm is currently more infl uential. However, the yield of robust fi ndings 

has been disappointing (see Gile 2001; Pöchhacker 2004), due in part to prob-

lems of experiment design, but also to a weakness or dispersion of the theoreti-

cal basis for making sense of experimentally generated data. Both paradigms 

urgently need consensus on agreed methods and procedures – in CIS, at least 

for corpus description and presentation, to allow sharing and comparabil-

ity, and perhaps more elusively, on a theoretical framework and procedures 

for analysis. This will probably entail theoretical enrichment and updating 

beyond the often simplistic cognitive models and assumptions about language 

processing, often dating back decades, that still underlie much research.

In addition to interpreting-specifi c applications, some researchers also still 

believe that conference interpretation can serve as a laboratory for the study 

of language, cognition and communication, in both sociological and psy-

chological dimensions. Given an understanding of the conditions of produc-

tion, interpreting corpora might support research into the communication 

of implicit meaning, and thus help to test the predictions of cognitive and 

pragmatic models of speech communication (e.g. by comparing interpreting 

performance from discourse with and without cohesive links), or to explore 

how external knowledge or context is used in comprehension and translation, 

and how and when such knowledge is activated. CIS might also contribute to 

the study of multilingual communication as a social, historical or ideological 

vector (fi lter, amplifi er, refractor . . . ), in showing what ‘goes through’ in lin-

guistically mediated discourse, and how, as compared to communication in a 

superfi cially common language.

This potentially rich dividend from the study of special types of language 

use like translation and interpretation will depend on the techniques that can 

be developed for extracting robust fi ndings from corpora produced in natural 



36 Corpus-Based Translation Studies

or ‘ecological’ conditions, bypassing the noise in experimental studies from 

participants’ (mis-)interpreting the researcher’s instructions, or deviating 

from their usual task norms and behaviour, in ways that may be undetectable. 

Simultaneous interpreting (SI) data promise to be particularly rich, on condi-

tion of fi nding reliable methods to fi x, display and interpret them. In short, 

the hopes placed in this new ‘ecological’ data are balanced by technical dif-

fi culties and other possible sources of distortion or misinterpretation.

CL and CTS have built an indispensable foundation for the study of interpret-

ing corpora, but they are not motivated as CIS is – it can hardly proceed other-

wise – to break into three further dimensions of description and representation: 

multilingualism, orality and situated synchronicity. Corpus linguists are still tempted 

to fall back on the relative safety of written corpora even when testing hypotheses 

about aural comprehension (Sampson 2001: 42 on syntactic complexity), or to 

give priority to deepening the detail for a single familiar language over search-

ing for cross-linguistically valid coding categories (ibid.: 91). Research on writ-

ten translation can also remain focused on features of the written product, and 

indeed has little evidence from which to make inferences about process. When 

translation is at its most oral, interpersonal and interactive, as in ‘dialogue’ inter-

preting, or at its most cognitively and temporally constrained, as in conference 

interpreting, help must be sought from other disciplinary quarters: models of 

the dynamics of human verbal communication, and models of cognition (espe-

cially different kinds of memory, attention and knowledge mobilization).

2.3 Dialogue and Conference Interpreting

Oral translation has been roughly divided into conference interpreting and 

‘dialogue interpreting’ (Mason 1999), in which the prototype settings and 

conditions are different enough to determine quite distinct research orienta-

tions, methods and problems. Dialogue interpreting is usually face-to-face and 

more immediately interpersonal, involving the interpreter directly in medi-

ating across power gradients and cultural differences. Research in this area 

has accordingly highlighted features which reveal this more intimate dynamic, 

studying indicators of politeness or power, such as forms of address or patterns 

of turn-taking, interruption or overlap, which are readily accessible through 

discourse analysis. Discourse analysts search natural corpora for “regularities 

[ . . . to be] described relative to environments in order to illuminate lan-

guage use and its articulation with various social and psychological factors” 

(Brown and Yule 1983: 22). Accordingly they work mostly on interactive com-

municative events with high participant involvement, such as conversations, 

interviews, and patient–doctor or lawyer–witness encounters.

In the more formalized and detached situation of conference interpret-

ing, the interpreter’s interactive and mediating skills are less critical, but 
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the task is probably more challenging cognitively and linguistically, and it is 

these skills that have attracted the spotlight of research. The conditions of 

production are highly task-specifi c. Of the four modes of translation shown 

in Figure 2.1 (written text translation and three variants on conference inter-

preting), only one, ‘free’ simultaneous interpretation from improvised speech, 

is done blind, that is, in a single pass with no preparation or access to the 

text or content in advance, other than what can be inferred from the general 

subject-matter of the event. The shape of each unfolding utterance remains 

unpredictable, and transcripts show that most of the time the interpreter must 

usually begin to produce well before each source utterance is complete. But 

unlike the text translator, she shares the live communicative situation with her 

speaker, and can see and hear him move, gesture, pause, slow down or acceler-

ate and appeal to his audience in various immediate ways.

In interpreting, immediate speech processing is critical, and consequently 

so is whatever can be mobilized to support it from immediate context and 

prior knowledge. This means that unlike in CL and CTS, no sense can be 

made of an interpreting corpus without reference not only to these specifi c 

processing constraints – errors, for example, may be due to misunderstandings 

or wrong strategic choices, or to attention or memory overload – but also to 

the fl exibilities, especially from the use of available context at the time of pro-

duction, which plays a key role in making these constraints manageable. The 

theoretical prism for analysis must therefore be adjustable to take into account 

the variation in both these factors – processing and access to context – accord-

ing to mode (Figure 2.1) and situation.

Figure 2.1 Dynamics and input sources in different translation modes
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Corpus-based research on simultaneous interpretation combines the chal-

lenges inherent in spoken, multilingual and parallel corpora at each of the fol-

lowing stages: selection, data collection, alignment, transcription, presentation 

and of course analysis and the extraction of scientifi c conclusions. After review-

ing the modest but no doubt heroic beginnings of corpus interpreting studies, 

we will look at each of these challenges in turn and explore prospects for devel-

oping the corpus approach into a more manageable and productive paradigm.

2.4 CIS: Still a Cottage Industry

The total volume of samples of authentic conference interpretation (from real 

events organized for other than interpreting research or training purposes) 

recorded and/or partially transcribed and analysed in the fi rst fi fty-odd years 

of interpreting research has been modest. Many small samples have, of course, 

been generated in experimental conditions, and several researchers have stud-

ied student productions, which are far more easily obtained. Table 2.1 lists 
some landmark studies of conference interpreting corpora. They refl ect dif-

ferent strategies for data selection, presentation and analysis.

Enthusiasm for CIS may have fl uctuated with the debate on research  methods 

and doctrine within interpreting studies. The Paris school (Seleskovitch 1975, 

Lederer 1981, Dejean le Féal 1982, Donovan 1990, Laplace 1994) has generally 

insisted that the only valid basis for theorizing about the interpreting process is 

the experience and observations of professionals backed by illustrations from 

their performance at real-life events. However, this doctrine was vigorously 

challenged from the 1980s onwards on epistemological and methodological 

grounds, and corpus-intensive research lost ground in favour of controlled 

experimental studies. CIS survived through the 1990s mostly in another, 

more sociological paradigm pursued by researchers based largely in German-

speaking countries, Central Europe and Scandinavia who have also preferred 

to work on authentic corpora (Pöchhacker 1994; Kalina 1998, Vuorikoski 

2004), often modelling interpreting within action theory (Handlungstheorie) 

and the skopos school of Translation Studies, with input from functional and 

text linguistics and rhetorics.

The relative dormancy of CIS through this period also refl ected the con-

tinuing diffi culty of obtaining and analysing substantial authentic data as 

much as any doctrinal preference for controlled laboratory studies. In the 

new century, with the recent availability of large multilingual corpora from 

the European Parliament (EP) and steadily improving software tools, CIS is 

enjoying a revival, notably in Italy (see this volume, Chapter 12) and Spain; 

while in Japan (Nagoya) a very different research goal – the ongoing quest for 

automated interpreting – has prompted the analysis of a substantial corpus of 

professional interpreting in controlled conditions.
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Table 2.1 Studies of interpreting based on authentic corpora

Languages: EN English, ES Spanish, DE German, FI Finnish, FR French, HEB Hebrew, IT Italian, RU Russian, SW Swedish, TR Turkish, ZH 

(Standard) Chinese

Researcher Languages Event Mode Subjects Length Transcription 
published or 
available

Sound fi les 
availability

Analysis 

Oléron and 

Nanpon 

1965

EN, FR, DE, 

ES

UNESCO 

impromptu

(non-tech 

discussion)

SI pros ~ 7 minutes Unknown Unknown Time lag, speed, 

fi delity

Dejean Le 

Feal 1978

FR>DE Various 

speeches 

SI pros 77 pages, speakers and 

interpreters

Text on micro 

fi ches, AIIC*

Recited vs. 

impromptu input 

(école du sens)

Chernov 1978 EN, FR, ES, 

RU

UN 1968 SI pros ‘~40 hours’ ‘Parallel transcripts’ 

extracts published

Probably N. A. Illustrate theory 

(redundancy & 

prediction)

EN>RU, ES, 

FR

1978 UN satellite 

interpreting 

experiment

SI pros (ditto) Probably no 

longer available

(ditto)

Lederer 1981 DE > FR Railway Consor-

tium and lab (2nd 

versions)

SI 2 pros 3 hours taped 

(original+ 2 

interpreters)

63 minutes original DE, 

FR; some extracts 

synchronized 

(interlinear)

Illustrate theory 

(école du sens)

Shlesinger 1989 HEB><EN Courtroom 

testimony

SI pros 4 hours

FR><EN Extracts from 

2 meetings 

1986–88

SI pros ~ 4 hours 50 pp SI (2 events), 

fl uent text speaker + 

interpreter, some 

extracts synchronized 

(interlinear)

No longer 

available

Fidelity examples 

(école du sens)

Continued
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Pöchhacker 

1994

EN><DE,

FR >DE 

Vienna small 

business 

conference ICSB

SI pros 14 hours 

(original + 

interpreter)

Available as vol. 3 of 

doctoral diss. from U. 

of Vienna library; parts 

published in Pöch-

hacker 94

Tapes available 

from author

Intertextuality, 

situational & 

delivery factors 

(speed, slips/shifts, 

hesitation EN><DE)

Kalina 1998 EN><DE<>FR Bertell: 1989 

public lecture 

(anti nuclear)

SI 6 students 70 minutes 5 versions tiered. 5s per 

line. 

Consult, loan at 

Heidlbrg

Choose examples, 

identify errors, 

strategies

DE, FR, EN Würzburg: 1992 

law symposium

SI 6 pros (2 

per booth)

1-track audio

(simulation: 2 track)

(ditto) (ditto) 

Setton 1997, 99 DE>EN Extracts from 

Kalina Würzburg 

corpus

SI 1 pro + 2 

in mock

14/30 minutes 

microanalysis

1-track audio

(simulation: 2 track)

Available from 

author

Linguistic, 

cognitive-pragmatic

analysis for process 

modelling

Wallmach 2000 EN, Zulu, 

Afrikaans, 

Sepedi

Parliament 

speeches Gauteng 

(S. Africa) 

Provincial 

legislature 

SI 16 pros Pilot: 6–8 

hours

EN, Afrikaans, 

Zulu

Pilot material tran-

scribed (6–8 hrs)

110 hours on 

tape (3 

languages)

Norms/strategies 

vs. user expecta-

tions, effect of 

speed, technicality 

on performance, 

language-specifi c 

strategies

Cencini 2000 EN><IT Television 

Interpreting 

Corpus (TIC),

36,000 words Not available for outside 

use

TEI Standard 

(computer 

query-able)

Fumagalli 

1999–2000

EN>IT Comparable 

EN(18) and IT 

source speeches;

CI Not available for outside 

use

Features of 

‘interpretese’ 

MultiConcord-
Parallel Concordancer

Diriker 2001 EN><TR Conference on 

Metaphysics and 

Politics (2 days)

SI pros 150 pp 

transcripts 

Available as Annex to 

Ph.D.

Bogazici Univ. 

Library

Interactional and 

sociological

Table 2.1 Continued

Researcher Languages Event Mode Subjects Length Transcription 
published or 
available

Sound fi les 
availability

Analysis 
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Vuorikoski 

2004

mostly DE, EN 

><FI, SW 

European 

Parliament 

debates

SI Ca. 70 

pros

120 speeches, 

65 analysed 

Selected transcripts 

appended to PhD 

CD and website Diffi culty, quality in 

rhetorical 

(political) speech 

genre

Beaton 2007 European 

Parliament 

debates via EBS

SI 7 hours Text-discourse-

ideology link 

through cohesive 

devices

Monacelli 2005, 

2009

IT><EN 10 speeches from 

4 events 

conferences

SI 10 pros 2 hours 

originals + 

interpretation

Selected transcripts in 

PhD

CD ST, TT and 

synchronized 

(from audio 

cues)

Interactional 

politeness, ‘face’, 

through deixis, 

mood, transitivity 

Straniero 2003, 

2007

IT><EN TV talk shows SI and 

CI

11 TV 

pros

>80 samples 

(1997–2002)

Emergency 

strategies, 

TV-specifi c quality 

norms

ECIS Group 

(Univ. of 

Granada)

EN>DE, ES, 

FR, DE, 

FR>ES

European 

Parliament 

debates via EbS

SI pros 43 speeches, 

73 inter-

pretations

Linked fi les in MS 

Access, tool developed 

for multivariate 

visualization

Available from 

authors

Quality minimizers 

and maximizers, 

verbal and non-

verbal

CIAIR (Nagoya 

University)

EN><JA Monologue SI 

(simple lectures) 

and travel 

dialogues

SI and 

CI

SI: 4 pros 

per speech

182 hrs (1m 

words)

Web access/interface Not shared Strategies, lag, etc. 

for machine SI 

research. Own 

software. 

EPIC**: 

Bologna-Forli 

group

EN-IT-ES (9 

sub-corpora)

European 

Parliament 

sessions 

SI Multiple 

pros

Open-ended; 

280 hrs usable 

in archive; ca. 

280, 000 words 

transcribed as 

of mid-2010

.Available for query on 

line (POS-tagged and 

indexed database) 

As separate 

fi les, on 

request

As of 2010: 

directionality, lexis, 

disfl uencies; 

Ongoing (+ grad 

theses). Semi-

automatic 

transcription 

technique 

Continued
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C
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Meyer (2008) 

‘K6’(CoSi)

PT>DE Lecture tour SI, CI 6 hours, 35,000 

words 

transcribed 

(HIAT)

Web access, available at http://www.

exmaralda.org/en_index.html

Proper names in CI, 

SI. Recording & 

transcription: 

EXMARaLDA

Meyer K2 (DiK) 

corpus 

DE, TR, PT, 

ES

Doctor–patient 

dialogues in 

hospitals

Mono-

lingual 

and 

inter-

preted 

25 hours 

recorded, 

160,000 words

Web access, available at http://www.

exmaralda.org/en_index.html

Shlesinger 2008, 

Shlesinger and 

Ordan 

(forthcoming)

EN EPIC SI, 

written 

transla-

tion

Features of 

‘interpretese’ vs. 

original speech and 

written translation

DIRSI 

(Bendazzoli 

2010a) 

EN><IT International 

conferences.

(health) 

monologues

SI 5 pros 

(one 

EN-A)

2010: 20 hours, 

130,000 words 

transcribed, 

tagged and 

indexed; 

text-to-sound 

and ST-TT 

aligned

Accessible via dedicated online web 

interface

Directionality

FOOTIE 

(Sandrelli 

forthcoming)

EN><IT Football press 

conferences: 

interactive Q&A 

SI In progress Work begun in 2010

CorIt (Straniero 

2007: 20–1)

multilingual TV interpreting in 

Italy 

(longitudinal)

CI, SI In progress In progress

*The Research Committee of AIIC (International Association of Conference Interpreters) provides copies of microfi ches of some theses to researchers on request.

**European Parliament Interpreting Corpus.

Table 2.1 Continued

Researcher Languages Event Mode Subjects Length Transcription 
published or 
available

Sound fi les 
availability

Analysis 
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2.4.1 Consecutive Interpretation

Very few corpora of consecutive (conference) interpretation have been 

 published. The fi rst in-depth analysis of consecutive interpretation in a sub-

stantial – though not authentic – corpus was also the fi rst PhD in interpret-

ing studies (Seleskovitch 1975). Seleskovitch analysed 12 French versions of 

two recorded English speeches by professional interpreters, publishing most 

of her corpus in orthographic transcription, along with some of the interpret-

ers’ notes  (photocopied) and interviews in which the subjects explained them. 

Seleskovitch found formal independence between the three stages – input, notes 

and output – to support her theory of the ‘triangular’ process of interpreting 

with extensive deverbalization of the message in the intermediate stage.

Dollerup and Ceelen (1996) published a very large corpus (300 pages of tran-

scripts) of speeches and consecutive student renditions involving six languages, 

from a one-month EEC training course held in 1976, in standard orthographic 

transcription, but virtually without commentary.1 The data are ‘deliberately raw: 

it is up to the individual researcher to decide what (s)he wants to study’. The 

authors are protective of the subjects, citing a ‘moral obligation’ always to keep 

in mind that oral presentation is never intended for the written page, so needs 

editing ‘to be fair’. This illustrates a major quandary of CIS: lacking agreed and 

familiar conventions for marking rhythm and prosody on transcripts – like the 

musical notation which is now so familiar that it is ‘visually audible’ for musi-

cians – publishers of interpreting corpora have no option but to exhort readers 

to ‘read with their ears’. Similar caveats are given by Donovan who published 

consecutive transcripts from two live events along with SI samples for her own 

doctoral thesis dissertation (Donovan 1990: 25–8).

2.4.2 Simultaneous Interpretation

With the exception of an early study of a very small sample of UNESCO 

speeches by two professional psychologists (Oléron and Nanpon 1965), all 

the SI studies listed have been the work of practising interpreters for PhD or 

MA theses. Prior to the most recent Italian and Japanese activity, the most 

substantial studies were those of Chernov (1978, 1994, 2004), Lederer (1981), 

Pöchhacker (1994), Kalina (1998), Diriker (2001), Vuorikoski (2004), some of 

which were used by other researchers: Setton (1997/1999) analysed part of 

Kalina’s corpus; Lamberger-Felber (2001) drew on Pöchhacker’s.

Chernov (1978, 1994 and forthcoming) published extracts from recorded 

tapes of interpreted sessions at the United Nations in 1968 (in English, 

Russian, French and Spanish), and in a remote satellite interpreting experi-

ment between New York and Buenos Aires in 1978, in the latter case showing 

interesting differences in interpreters’ performance in the remote versus in 
situ conditions. Lederer (1981) timed and transcribed an hour-long trilingual 
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meeting of a European railway consortium, of which she selected and syn-

chronized about 18 minutes of German-to-French SI interpreters for closer 

analysis, illustrating the interpretive theory with examples and a few quanti-

tative measurements such as the lag between the original and the interpret-

ation, measured at 20 or more points. Pöchhacker (1994) recorded a 3-day 

conference on small businesses in Vienna, where his role as recruiter and 

coordinator of the interpreting team gave him a unique overview of the whole 

conference as a multilingual interpreted event. His analysis stresses the inter-

play between environmental factors and the macrocontext (intertextuality, 

advance documentation or mode of presentation) and the interpreters’ local 

performance. Kalina (1998) recorded a 3-day conference on European law, 

with interpretation in English, French and German, which she used with vari-

ous other smaller experimental and student samples to study interpreters’ 

strategies, but published only a very short plain interlinear  transcript with 

commentary to illustrate various strategic and error phenomena. Setton 

(1999) studied German–English extracts from Kalina’s Wurzburg corpus, 

versions of the same speeches interpreted later in simulated conditions by 

two more professional volunteers, and several speeches and discussions inter-

preted from Chinese into English, deriving a theoretical model relating cog-

nitive processing in SI to available context.

2.4.3 Experimental and Training Corpora

It would be well beyond the scope of this chapter to attempt to list the numer-

ous studies of interpreting based on corpora generated experimentally or in 

simulated conditions. Some have produced abundant quantitative data (e.g. 

Barik 1973, 1975) or presented transcripts in novel ways (e.g. Goldman-Eisler 

1972, who provided some graphics of temporally aligned parallel acoustic trac-

ings). For the most part, however, the authors of experimental studies have not 

published substantial transcripts.

Most recently, a very large English–Japanese SI corpus (182 hours) of lectures 

on non-technical topics and their interpretations by professionals in booths 

(in a classroom) has been assembled and manually transcribed at the Center 

for Integrated Acoustic Information Research (CIAIR) of Nagoya University 

in Japan, as part of ongoing research towards developing an automatic SI sys-

tem (Tohyama et al. 2005). This is a novelty for the machine interpreting com-

munity, which elsewhere has largely ignored human interpreting. In addition 

to design proposals for an automatic system, the project has already generated 

several papers analysing aspects of the human SI process, including patterns 

of segmentation or chunking (Ding et al. 2005), word-level variations in lag 

(EVS) (Ohno et al. 2008), strategies to reduce lag or increase output qual-

ity (Tohyama and Matsubara 2006a), and pausing and its effect on listeners 
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(Tohyama and Matsubara 2006c), as well as proposed pedagogical uses of the 

corpus in interpreter training (Tohyama and Matsubara 2006b). 

2.4.4 Ready-Made Authentic Corpora: 
The European Parliament Corpora

In the last few years, CIS has been revolutionized by the cornucopia of authentic 

speeches and professional SI versions in multiple languages (now 27) released into 

the public domain by the European Parliament. This corpus is ‘ready-made’ only 

up to a point: it has taken intensive work by research groups at Granada in Spain 

(ECIS: Evaluación de la Calidad en Interpretación Simultanea) and Bologna 

(-Forli) in Italy (EPIC: European Parliament Interpreting Corpus) to compile 

samples from EP debates into indexed, searchable databases accessible via the 

internet (see Table 2.1). Details of the compilation, transcription, annotation, 

presentation and preliminary analysis of these corpora can be found in Monti 

et al. (2005), for EPIC, and Barranco-Droege et al. (forthcoming) for ECIS.

2.4.5 Recent Research Orientations and Topics in CIS

Analyses of these large, multilingual machine-readable interpreting corpora, 

albeit focused on a single institutional setting have already yielded some low-

hanging fruit. The ECIS group had hitherto specialized in experimental work 

on factors in interpreting quality and have been using their corpus as an obser-

vational complement, generating researcher judgements on as many as 45 differ-

ent (ST and TT) variables, and using sophisticated visualization tools to explore 

their interactions. EPIC researchers have so far done more quantitative and sta-

tistical analyses of both ‘comparable’ texts (originals vs. translations in the same 

language) and ‘parallel texts’ (STs vs. their TTs), on whole speeches (e.g. for 

lexical density and variety, Russo et al. 2006), but also some local correspond-

ences (e.g. disfl uencies), pending the full time-alignment that will open up a 

‘parallel-synchronised’ dimension in which to study technically more challenging 

issues like strategies, or test theories of SI processes. This is already underway in 

Nagoya, in the large heterogeneous, though only semi-authentic CIAIR corpus.

2.4.5.1 Features of the Product: ‘Interpretese’

Large-scale CTS analyses of features such as collocations, part-of-speech distri-

butions and frequencies and lexical richness (type-token ratios) in comparable 

texts had already shown evidence of a simplifying, levelling (or normalizing) 

‘universal’ of ‘translationese’ (Baker 1995; Laviosa 1996, 2000). Similar evi-

dence has been found for ‘interpretese’, or interpreters’ speech (Fumagalli 

2000), and recent studies on the EPIC corpus have positioned interpreting 

closer to original speech linguistically than to written translation (Shlesinger 
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2008; Shlesinger and Ordan forthcoming). In other words, orality is a more 

salient factor in the phenomenology of interpreting than what it may owe to 

being a form of translation.

2.4.5.2 Factors in Performance and Quality

Vuorikoski (2004) had already used European Parliament speeches to study 

interpreting quality as a function of rhetoric. The ECIS and EPIC groups 

have been exploring the impact of a wide range of input speech variables 

on interpreting performance, including topic, speed, disfl uency patterns 

(Pradas Macías  2009; Bendazzoli, this volume), accent, ‘problem triggers’, 

and at a meta-level, patterns of quality evaluation itself (Collados Aís 2009; 

García Becerra, in press). In terms of topic, for example, interpreters in EPIC 

are signifi cantly more fl uent from impromptu speech and on procedural or 

‘housekeeping’ subject-matters than on political, or ‘specialised’ discourse in 

all language combinations and directions (Sandrelli et al. 2007). As to the 

impact of speed on quality (all EP input speech is fast by normal professional 

standards), fi rst results from EPIC are mixed, while initial ECIS studies seem 

to confi rm previous intuitions that it can only be meaningfully assessed in 

combination with pitch patterns (Iglesias Fernández 2010). Meanwhile, ini-

tial analysis of the DIRSI corpus – designed to study directionality (see Table 

2.1) – found no language-specifi c effect on ST-to-TT expansion or contraction 

(measured in words) or ST-versus-TT linguistic diversity, contradicting results 

for EPIC. Another promising departure in DIRSI research is an initial study 

of the use of discourse markers: pragmatic ‘so’ was used twice as much by the 

interpreter working into his/her native language (Bendazzoli 2010a). In the 

semi-experimental CIAIR corpus, Tohyama and Matsubara (2006c) have stud-

ied pausing and its effect on listeners. Meyer (2008, ‘K6’ or CoSi Corpus) has 

looked at proper names in consecutive and SI, while Setton and Motta (2007) 

correlated two ways of assessing quality – user reception and transcript scor-

ing – with objective linguistic features of the TT in an experimental corpus of 

24 expert and novice renditions of two speeches.

2.4.5.3 Strategies, SI Technique and Process Modelling

Time-aligned authentic corpora are an indispensable source of evidence in the 

quest to understand and model the cognitive processes and strategies in SI, a 

traditional fascination of interpreting studies. Abundant new data and tech-

nology have brought the prospect of persuasive evidence much closer than in 

the ‘manually-challenged’ days of Lederer’s (1981) and Setton’s (1999) stud-

ies. Pending the time-alignment of the EPIC data, ironically the most inten-

sive corpus-fed research on interpreting strategies and processes has come 

from the machine-interpreting research group at Nagoya, who have published 
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a credible classifi cation of Japanese–English SI strategies (Tohyama et al. 

2006a), fi ne-grained measurements of lag (Ohno et al. 2008), and analyses of 

human versus machine segmentation for SI – the former being most diffi cult 

to implement when discourse markers are involved (Ding et al. 2005).

2.4.5.4 Social and Ideological Aspects

The recent ‘socio-cultural turn’ in translation studies has reached CIS, 

with studies of intertextuality, norms or interpreter–participant interaction 

(Diriker 2001), or using linguistic and discourse indicators such as lexical 

 density, repetition, metaphor and modality to probe issues like politeness and 

face (Monacelli 2005, 2009), the expression of ideology or cultural identity, 

or the weakening or strengthening effect of interpretation on ideological dis-

course (Beaton 2007).

2.4.5.5 Pedagogical Applications

The EPIC corpus is an organized, indexed sample of professional  interpretation 

in an institution to which many European graduates will one day apply for a 

job, so is not surprisingly already being exploited for training purposes. As live 

input, EP speeches are extremely fast, and usually read out from text, thus lim-

iting their use to advanced students (Bendazzoli 2010b), but Sandrelli (2010) 

recommends the use of corpus ST-TT concordances as a reference for students 

working into a B language. In Japan, the Nagoya group are developing a peda-

gogical tool (with a feedback function planned) to use the synchronized CIAIR 

corpus to demonstrate professional strategies and patterns of lag, chunking or 

self-correction to interpreter trainees (Tohyama and Matsubara 2006b).

2.5 Taking Stock

A doctoral student embarking on a corpus-based research in the early 1990s 

found little guidance in the interpreting studies literature (Dam 2001), while 

her (linguist) supervisors were sceptical even of the ‘data’ of corpus linguis-

tics. Her epistemological and methodological stance, like that of other CIS 

researchers in the 1990s, is that interpretation of corpus data could be left 

neither to the individual researcher nor to a machine, but must be validated by 

‘intersubjective consensus’ (see also Pöchhacker 1994; Kalina 1998).

As can be readily imagined, each of the few published corpus analyses 

described above demanded an enormous investment in time and painstak-

ing manual transcription work, perhaps only possible for a doctoral thesis. 

Pöchhacker (1994) and Setton (1999) can be considered as exploratory start-

ing points; Pöchhacker erected a comprehensive typological framework but 
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found it ultimately hard to apply to utterance-level data, while Setton no doubt 

overloaded and over-annotated his corpus with features which did not all lead 

to interesting fi ndings.

In the heroic phase of CIS, limited sample size and laborious data prepa-

ration probably played as great a part as over-enthusiasm for personal intui-

tions in leading corpus researchers to highlight extracts or examples that best 

illustrated their theses. Dialogue interpreting studies might present one or 

two case studies to illustrate points related to power and distance relations, 

and SI studies might identify examples of anticipation, or rephrasing, and 

present them as strategies or tactics, or as the natural result of deverbalization, 

depending on theoretical preference.

Taking the trouble to collect authentic performance data and identify 

ex amples in support of a thesis was already a signifi cant step forward from an 

era in which readers were expected to accept ideal, prescriptive but unsubstan-

tiated descriptions of the art of interpreting. The phenomena revealed were at 

least shown to exist, allowing for a theoretical debate about how to interpret 

them. Their value, not to be underestimated, is in forcing us to review assump-

tions about how psycholinguistic fi ndings apply to interpreting. For example, 

if a synchronized corpus shows lags varying between 2 and 11 seconds with 

no corresponding drop in accuracy, one can no longer make general state-

ments, often based on poorly digested psycholinguistic theory, to the effect 

that ‘items’ cannot be held in ‘memory’ for more than n seconds.

From the 1990s, however, a new generation of researchers began to ques-

tion the representativity of these phenomena. Exemplifi cation alone invited 

the charge of cherry-picking examples to illustrate theories of interpreting 

postulated a priori. This perception, added to the diffi culty of disentangling 

all the potential factors in interpreting performance, as well as the pressure 

of rules of normal science as interpreted by some members of the  interpreting 

research community, led them to disregard the study of natural corpora and 

seek greater scientifi c credibility by shifting the emphasis to experimental 

research, constructing modest controlled experiments in laboratory condi-

tions. The methodological weaknesses of the corpus-analysis paradigm have 

naturally contributed to this trend.

However, experimental research has not performed visibly better in over-

coming two of the main obstacles in the pursuit of scientifi c credibility for 

research on interpreting. First, the diffi culty of quantifying the most relevant 

and interesting variables continues to beset all approaches: we have not yet 

seen more convincing replication of procedures and results from controlled 

experiments than corpus studies. Second, in all interpreting research, sam-
ples are still too small by the standards of ‘normal science’, whether measured 

in numbers of subjects in experiments, respondents to questionnaires, or 

the length of interpreting corpora. Finally, artifi cial and controlled experi-

ments in the classroom or laboratory pose problems of ecological validity. The 
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remainder of this chapter will examine how corpus-based research can clear 

these obstacles.

As already stated, the additional dimensions we have to capture in CIS are 

orality, multilingualism and synchronicity. This additional complexity will itself 

impose a choice of variables to study, and a further choice of those features we 

can represent and display in a transcript. What we can study will remain con-

strained by what we can reliably (and replicably) capture. This in itself divides 

potential research topics in two categories:

those which can be pursued by capturing • measurable features in large corpora, 

which can be averaged statistically as indicators over texts or the perform-

ances of interpreters;

investigations into • local microprocesses. These require synchronized input 

and output data, and more dauntingly, a framework for capturing pragmat-

ically charged features, not the least of which is prosody.

After a brief discussion of options for transcription and some quantitative 

methodologies, we will address the prospects for progress on this more distant 

frontier.

2.6 Corpus Selection, Compilation and Design

Data collection is the fi rst major hurdle in CIS, but is not insurmountable and 

may be exaggerated. Interpreters and institutions have often been shy to allow 

‘raw’ recorded interpretation to be released, and in some cases have explicitly 

cited the fear that the tapes would compare unfavourably with offi cial trans-

lated transcripts. This gives researchers all the more reason to fi nd ways of 

showing the oral dimension in the transcription or commentary.

All the corpus analysts listed in Table 2.1 (see Section 2.4 above) agree that 

an initial exploratory corpus should be recorded at a real conference event. 

This does not mean the loss of all control. Some subject variables, like training 

and experience, are given by the interpreters’ profi les, although others, like the 

interpreters’ preparation – the basis for their initial projected mental model 

of the discourse – are diffi cult, though not impossible, to pinpoint. Discourse 

variables like delivery speed, technicality, register, genre (narrative, descriptive, 

discursive) or last but certainly not least, spontaneity (recited, semi-rehearsed, 

impromptu), can all be controlled by selecting particular speeches or extracts.

In the past, researchers have often selected a corpus which is broadly rep-

resentative of professional practice ‘as it should be’, that is exemplifying 

semi-rehearsed, discursive speech2 and moderate to average technicality of 

subject-matter. However, conditions change. In particular, SI of fast recited 

speeches without access to the prepared text is now a more than legitimate 
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object of research. On the other hand, not all interpreting conditions, even eve-

ryday ones, are suitable for exploratory study. Completely improvised speech 

may be so disconnected and allusive (see, for example, the Watergate tran-

scripts reproduced in part by Pinker (1994: 222–3) that any cohesion apparent 

at the event disappears in the transcription. This type of input requires com-

plex inferencing, context construction (not to say guesswork) and special pro-

duction strategies to an extent that it is diffi cult to correlate output with the 

incoming utterance, the remoter discourse record or background  knowledge. 

Finally, wordplay and metalinguistic or culture-specifi c discourse may also call 

for explanation and paraphrasing strategies not specifi c to SI.

Finally, however impressive the material, researchers should remember 

that any corpus only illuminates (and may amplify) one setting in the variety 

of situations that constitute interpreting as a profession worldwide. In the 

EP corpora, as researchers recognize, speeches are almost all very short (2–8 

minutes) and read out at very high speed (often over 160 wpm), switching 

rapidly between a wide variety of topics; and all interpreters are working 

only into their A languages (Bendazzoli 2010b: 62). More widely based gener-

alizations about interpreting will have to await analysis of material from the 

UN system, for example, and a range of private market events on different 

continents.

2.7 Data Presentation

2.7.1 Transcription and Choice of Features

Parallel corpora of speeches with their interpretations can be rich resources 

even without synchronization, but they raise problems of cross-language com-

parison not found in ordinary corpus linguistics. To capture a full range of 

lexical, structural and prosodic patterns, both sound recordings and tran-

scripts are necessary. Corpus-based research into the interpreting process usu-

ally requires synchronized (dual-track) recordings, or even video, opening up 

a range of technical problems. In addressing these, the researcher must also 

decide which features to search for, measure, analyse and/or display.

Researchers publishing dialogue interpreting corpora have given priority to read-

ability over detail, usually sticking to ordinary manual transcription following 

orthographic conventions with a gloss added where necessary. Overlapping speech 

or interruptions may be marked, as well as signs of emotional involvement like 

laughter, shouting or sobbing, or signifi cant hesitations, pauses and self-repairs. 

Additional information felt to be necessary is mentioned in the commentary with 

its interpretation by the researcher (e.g. Pym 1998 refers to ‘increasing rhythm 

and mounting intonation’ in a dialogue with a witness at the O. J. Simpson trial). 

In the case of dialogue interpreting, this preference for simple manual transcripts 
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over systematic machine-readable text encoding is easily understood for several 

reasons, since analysis or commentary is usually based on:

  (i) unmarkable features like word choice, which no one has as yet claimed 

to quantify and thus remain fully in the domain of conscious, explicit 

human analysis and interpretation;

 (ii) multiple features taken together, which would obscure a transcript to the 

human reader; and

(iii) global features such as rhythm which are applicable to the whole text 

(Wadensjö 1998: 259).

Simplifi ed representation of discourse is, therefore, justifi ed by the type of 

analysis in this paradigm as well as for reasons of presentation. But authors 

like Brown and Yule (1983) go further, fearing, for example, that in represent-

ing intonation and prosody by punctuation (question marks, commas, dots), 

‘too much critical attention may be focussed on details of spoken language 

that were only ever intended by the speaker as ephemeral parts, relatively 

 unimportant, of the working out of what he wanted to say’, so ‘DA [discourse 

analysis] is often prone to overanalysis’. They propose to ‘generally ignore para-

linguistic features in spoken language [ . . . ] since the data [ . . . ] is spoken by 

cooperative adults who are not exploiting paralinguistic resources against the 

verbal meaning of their utterances but are, rather, using them to reinforce the 

meaning’ (1983: 9–12). Dialect and accent, for example, are often airbrushed 

out, for almost ‘politically-correct’ reasons, except where specifi cally relevant 

to a communication problem (see, for example, Krouglov 1999).

For researchers looking for clues to cognitive processes, such simplifi cation 

goes too far and assumes too much, particularly about what a speaker ‘intended’. 

Not all discourse researchers are satisfi ed with such minimal analysis. Cognitive 

linguists form another research community that prefers to work on natural 

corpora, but probes further into psychological and linguistic dimensions than 

the conversation analysts. For Dubois and Schuetze-Coburn (1993: 228), for 

 example, discourse research needs to identify and address three layers or dimen-

sions of hierarchical structure in language: turn structure, prosodic structure 

and grammatical structure. Nearly 30 years after Brown and Yule (1983), corpus 

linguists of virtually all persuasions are now agreed on the need to fi nd ways to 

mark texts automatically, so as to be able to extract information from large cor-

pora and thus enormously enhance the value of their generalizations.

The potential range of features to be marked and encoded embraces syntactic, 

semantic, prosodic, paralinguistic and extralinguistic features. Each researcher 

will have to make common sense decisions about text mark-up at three levels: 

which features to identify as relevant to their research, which to display in a pub-

lication for a human readership, and which to mark for encoding and automatic 

processing, with a view to possible quantifi cation and statistical analysis.
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Several complex transcription schemes have been developed, on the basis of 

the famous Gail Jefferson system, to show relevant paralinguistic features within 

or alongside a transcript; but they are unfortunately still largely competing and 

mutually incompatible. Three or four such systems are described in Edwards 

and Lampert (1993), for example, Dubois et al. (1993), Ehlich (1993), Gumperz 

and Berenz (1993). The main diffi culties lie at the suprasegmental level, from 

intonation and rhythm to paralinguistic features like facial expression, pos-

ture, gesture and tempo, for which there are no agreed conventions and which 

are therefore usually ignored. These features pose problems at multiple levels: 

(i) recording, (ii) classifi cation (iii) measurement of certain variables relative to 

others, for example, intonation against a baseline, or tempo over a specifi c pas-

sage relative to speaker’s overall pace and pattern; (iv) interpretation, particu-

larly of combinatorial meanings: in speech, prosody and paralinguistic features 

like gesture work in conjunction with segmental features like syntax and lexical 

choice to produce the basis for meaning construal. The challenges of CIS applied 

to signed interpreting can readily be imagined (Metzger and Roy forthcoming).

Manual transcriptions can be designed to be read comfortably by the 

researchers themselves, the readers of the published research report or by a 

computer program. In the fi rst and last case, the transcript should show those 

features which correspond in some way to the variables used in the study, for 

instance as indicators or components of them. For SI, there are at least three 

possible presentations:

     (i) synchronized interlinear transcription – with selected prosodic features 

(pauses, pitch or intensity stress etc.) and optional word-for-word gloss3;

   (ii) a parallel tabular presentation by aligned segments (up to three interpreted 

versions side by side), either roughly time-aligned or matched by content 

(and thus not limited to SI);

(iii) a ‘fl uent’ or ‘clean’ transcript, punctuated and with speech errors and 

hesitations eliminated, which can give a feel for the speakers’ and inter-

preters’ discourses as perceived by charitable listeners. In interlinear or 

tabular presentations, each line can be made to correspond to a fi xed 

time interval (say 2s) provided this does not cramp the transcription 

(Setton 1997, 1999).

Until recently, SI transcription – and alignment, annotation, etc. – was only 

possible manually and was very laborious, so transcripts were presented mostly 

as plain fl uent text, with only very short extracts in synchronized interlinear 

transcription.

New web-based tools are revolutionizing the presentation of corpus data, not 

least through gradual (at least semi-) automation of the most laborious opera-

tions: sound-to-text alignment, ST-to-TT alignment, segmentation and time-

coding, as well as the inclusion of various other layers, from the environmental 

or circumstantial data in fi le headers to in-text tagging and annotations. With 
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modern tools, it is a trivial matter to include multiple layers and dimensions of 

annotation that the user can display or hide on demand – as in the TEI (Text 

Encoding Initiative) standard, for example.

Universal standardization of corpus presentation is not a realistic goal, as 

institutions will continue to develop and use proprietary software for economic 

or other reasons. But current technology is already good enough to support 

targeted and detailed web-based querying of each database by multiple users, 

opening the way to data-sharing, replication and the whole apparatus of col-

laborative and competitive science.

This is not to say that corpus recording, transcription and presentation 

can or should ever be ‘fully automated’. Many signifi cant features in the 

infi nitely rich spectrum of authentic, contextualized discourse will resist 

automatic capture. For this reason, perhaps, some seasoned transcribers 

and analysts believe that a single ideal transcription system is both unre-

alistic and counter- productive, and prefer to forego the ideal of multi-user 

‘fl exibility’:

transcription [should] be limited to features to be subsequently analyzed, 

[which] in turn are determined [ . . . ] by the specifi c purpose of the research 

project [ . . . ]: only what is to contribute systematically to data analysis should 

be transcribed, and only what makes the data analysis intelligible should be 

presented (O’Connell and Kowal 1994).

Certainly, a printed transcript, like a traditional paper map, becomes 

unmanageable if it contains too much information. But technology should 

make it a simple matter to generate one transcription system for a scientifi c 

analysis, and another, simplifi ed notational system for the reader, with the 

option to retrieve more features.

2.7.2 Contextualizing the Corpus: File Headers and 
Commentary

As authors like Pöchhacker (1994) in the skopos tradition have shown, no inter-

pretation activity can be satisfactorily understood and studied outside the 

framework of the communication event (e.g. a conference) or without taking 

into account the type of discourse. Texts for interpretation cannot be classi-

fi ed in simple categories but must be characterized by a sheaf of parameters – 

an indispensable framework to ensure comparability between corpus studies. 

Pöchhacker meticulously described the event in which his corpus was embed-

ded in terms of its place, date, title, aims and participants, then applied the 

taxonomic approach at a more local level by characterizing each speech along 

several scalar parameters (1994: 112–14; 158–60).

Table 2.2 shows some of the auxiliary information that different researchers 

have chosen or may choose to show for some large or multi-text corpora:
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Table 2.2 Corpus metadata: classifi ers and fi le header information

Header item/ Parameter Pöchhacker 1994
(single event)

EPIC
(single institution)

Nagoya CIAIR
(heterogeneous)

Conference/event

Date, speech no. Date (no numbering) date, speech no. date, location

Source language

Combination/direction  ‘type’, e.g. orig.>IT

(sub-corpus)

[uniform JA><EN]

Duration/ timing  e.g. ‘short’/85s recording time,

Equipment – [uniform] AV equipment

Interpreter (anon. A/B/C) [all pros] yrs experience [all pros]

Speech duration/length in words (duration only)  ‘short’/153 words

Speaker information (available via conf. program at 

‘hypertext’ level)

Name, gender, nationality, 

native of SL, political group/

function

Speaker information; + speaker’s 

role

Addressee orientation dialogue/ monologue, 1–1, 

1–many, broadcast etc. 

‘conversational task’; ‘speech 

type’

Delivery mode Read, (semi-) rehearsed, 

improvised ; material given 

interpreter

Read, impromptu or mixed –

Topic [general topic defi ned by event] ‘Politics’/and specifi c topic [‘daily topics’]/ ‘speech type’?

Media/A-V support any slides, videos or graphics yes/no –

Tempo (speed) in syllables per min. wpm /low, med, high –

Melody intonation . . . (and?) – –

Dynamics intensity or loudness – –

Rhythm signifi cant deviations from mean – –

Voice quality signifi cant deviations from mean – –

Articulation signifi cant anomalies – [in separate studies] –

Comments – [in separate studies] –



 Corpus-Based Interpreting Studies 55

Pöchhacker also attempts parameters for a typology of interpreted events, 

such as: Structuredness, Cultural/group homogeneity, Information density, Visual 
accompaniment and Information Flow. Pöchhacker’s strategy of working ‘down’ 

from the hypertext or encompassing event entails a preference for plain ortho-

graphic transcription, to allow readers an easy overview of the connections 

between different levels, placing ‘traditional linguistic features’ such as lexi-

con and syntax provisionally in the background and highlighting instead ‘tem-

poral and verbal-paraverbal’ features: transcripts show pauses, hesitations, 

ellipses, unusual intonation, throat noises, laughter, applause, heckling and 

time segmentation. At the other extreme of the ‘human-automatic’ spectrum, 

machine-interpretation researchers in contrast show less interest in paralin-

guistic and extralinguistic factors.

In web-based sharable databases, this ‘metadata’ can be entered in fi le head-

ers. Certain parameters common to all speeches in the corpus may be taken 

for granted [shown in square brackets in the table], but the information can 

be provided elsewhere, in commentary. In future, agreement on a standard 

header format is desirable, since parameters that are constant within one cor-

pus and thus easily taken for granted or omitted (e.g. ‘event’ in EPIC) may 

become signifi cant variables when comparing a broader range of samples. For 

example, headers in DIRSI, a corpus of medical conference interpreting cor-

pus with a declared research focus on performance and quality factors (spe-

cifi cally directionality), provide for additional details on:

the conference: title, topic, date, venue, type of session (open, presentation, • 

discussion, closing), and type of speech event (opening/closing remarks, 

paper or lecture, fl oor allocation, procedure or housekeeping announce-

ments, Q or A, comment),

the participant speaking: speaker, organizer, sponsor, chair, discussant, • 

presenter or lecturer, audience, interpreter; name [except interpreters], 

gender, country, language, native speaker or not.

materials supplied to the interpreter: not only • if supplied but also when (in 

advance, on the spot, or not at all).

directionality: whether the interpreter is working into an A or a B language.• 

2.8 Automated Corpus-Analytic Tools

2.8.1 The Soundtrack

Audio display and acoustic analysis tools are both now readily available. Digital 

recording and speech synthesis software (e.g. Cool Edit Pro 1.2, or Praat 3.9) 

display the main prosodic features of a sound sample like pitch and intensity 

(and indeed, for experimental work, usually allow individual manipulation 

of these features: Seeber (2001), for example, artifi cially fl attened intonation 
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contours to a speaker’s mean base frequency and compared interpreting per-

formance from these ‘fl at’ versions and the original ‘lively’ versions). A tran-

script can also be aligned with the frequency spectrogram as it is typed, or 

later, using programmes like Winpitch which allow an operator to click on 

the text segments as (s)he hears them; the programme automatically aligns 

the text to the sound, which can then be displayed with the F0 spectrogram. 

Simultaneous acoustic analysis of both channels of stereo recordings is also 

possible in principle. Timecoding programmes used for subtitling, like Aegisub, 

may also be adaptable.

Video is an important dimension, not only for specifi c research purposes – 

for example, the possible impact on performance of a more or less restricted 

view of the room, or of speakers’ body language – but also to gain a better over-

all impression of the event. The future researcher will no doubt have access to 

a complex display of speakers and interpreters in audio and video, with scroll-

ing annotated multitrack transcription, prosodic contour, affect level indica-

tors and other exciting effects; another challenge will be in gradually learning 

to read it.

2.8.2 Transcription

Reliable fully-automatic sound-to-text transcription is still a long way off. 

Dictation programmes (such as DragonNaturallySpeaking), even if fed with high-

quality voice recordings, still need several hours of training for each different 

voice to show a real benefi t in residual editing time over manual transcription, 

while transcription support programmes (Transcriber, WinPitch Corpus) 

 basically offer little more than user interface comfort for what remains a 

manual exercise. However, the EPIC group has thought of a simple but clever 

expedient to streamline the transcription of large corpora: researchers train 

the dictation programme to recognize their voices then shadow each speech 

(repeat it aloud), generating a fi rst draft which is then manually corrected 

and completed against the original. In EPIC’s case, the dictation step is only 

needed for the interpreted versions. For the original speeches, the Parliament’s 

‘cleaned’ verbatim reports can be used as drafts to restore them to their ori-

ginal raw oral state.

This still leaves prosodic, para- and extralinguistic features to be inserted if 

needed for the research purpose.

2.8.3 Alignment and Segmentation

Alignment of source texts with their translations is now possible, and for some 

texts almost perfect, with programs using sentence-length probabilities, or 

building constantly refi ned databases of probable word correspondences, 
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with word and sentence information being polled alternately to achieve near-

perfect alignment of sentence to translated sentence in a few passes (Kay and 

Röscheisen 1994, Gale and Church 1994).

However, performances fall sharply when sentences in the ST and TT are in 

more complex correspondence (1–2, 2–1, 3–1 or even 3–2). This occurs often 

in interpretation, where compression, chunking and paraphrase are routine 

SI processes, making such complex correspondences the norm. More basically, 

‘sentences’ are harder to pin down in speech than in writing, without some 

artifi cial segmentation at the transcription stage which might be distorting. In 

capturing the pragmatic dimension of a discourse, or two parallel discourses, 

for assessing fi delity, for example, the ‘equivalent’ of a segmental feature may 

be suprasegmental, and vice versa. All this suggests that some form of segmen-

tation more suited to the nature of oral speech will ultimately be less trouble, 

even if we lose the apparent spectacular help of the alignment programmes 

described in the literature.

The main candidates for segmentation are syntactic, prosodic and research-
er-defi ned. For reasons already given, compounded by cross-linguistic differ-

ences (e.g. languages like Chinese which have a Topic-Comment structure), 

the clause is not necessarily a useful unit, and the proposition is also too 

fuzzy. Dam (2001) found that propositional analysis à la van Dijk and Kintsch 

(1983) refl ected the surface forms of expression too closely, and fi nally settled 

on a workable, verb-based unit by trial and error, occasionally merging seg-

ments to handle residual problems due to the literate-oral shift (Shlesinger 

1994), when interpreters used more verbs than the original (often verbalizing 

noun phrases). Similarly, Setton (1999) found that a spontaneous Chinese 

discourse could quite easily be segmented heuristically into ‘idea units’ 

(which in consecutive interpretation notes might be marked off by horizontal 

lines), usually comprising some rhetorical prefacing, a Topic-Comment (or 

Subject-Predicate) nucleus or complex phrases, and an ‘afterthought’, as in 

the  example below:

‘I think – talking about this joining the WTO – in terms of intentions – I think govern-
ment and opposition– I think in fact already reached unanimous consensus – this is 
an undeniable fact . . . ’

However, it is not clear how well such a procedure, or indeed any of these 

expedients, could be standardly formulated to allow reliable replication.

What about prosodic segmentation? According to Dubois and Schuetze-

Coburn (1993: 229), ‘the intonation group (or ‘tone group’) is coming to 

be seen as the primary prosodic unit of spoken discourse, revealing both 

 information fl ow and mechanisms for structuring the interaction’, and Svartvik 

et al. (1982) suggest it should replace syntactic units as the primary unit of lin-

guistic analysis for spoken language. Discourse analysts generally agree that 
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intonation and turn-taking should have the fi rst claim on layout; it is easy then 

to overlay a representation of syntactic structure (ibid. 247).

Dubois and his colleagues claim that starting from intonation unit struc-

ture helps rather than hinders representation of syntactic structure, noting 

in addition that intonation units are more straightforwardly discrete and 

sequential than clauses and less variable in size. They propose showing the 

‘concurrent hierarchies’ of syntax and intonation in tree format in either 

dimension (converted here into nested brackets): [Text [Turn [Intonation 

Unit [Group [Word]] or [Sentence/Clause [Phrase (‘Group’) [Word]]. 

However, their defi nition of a ‘group’ again seems rather too loose for reli-

able replication:

roughly, [a group] may consist of a NP (minus any phrasal/clausal modi-

fi ers), a verb complex (including auxiliaries and most adjacent adverbs), or 

other nonclausal elements such as predicate adjectives, prepositions, com-

plementisers and so forth. (Ibid. 237–8)

But as they also point out – crucial for our purposes – the system needs to be 

adapted to different languages. For example, ‘in English PPs are counted as a 

prepositional group plus a noun phrase group (two groups), whereas in German 

P- and N-headed dependent phrases are all basic-level arguments [ . . . ] and PPs 

are to VP as oblique case-marked NPs, so Ps are grouped with NPs . . . ’, while on 

the other hand, ‘in German, adverbs are best separated from adjectives, since 

adverbs like natürlich, noch, eigentlich will each form separate units’.

According to these authors it is ‘too much trouble for the analyst to sort 

adverbs into different types by scope and function; such fi ne distinctions are 

best left for later, at coding level’ (ibid. 250–1). However, in a (cognitive-) prag-

matic analysis the function of such items and their scope – whether over a 

phrase or the whole utterance – may be critical. Recent work has shown how 

some items in the broad class of adverbs or particles, such as attitudinal and 

evidential expressions (frankly, I think, probably, apparently) contribute to prop-

ositional content, while others, like well, anyway, so, doch, ja, d’ailleurs, pourtant, 
have a procedural function, helping hearers to inferences (Ifantidou 2001, 

Carston 2002). The latter are discourse markers with key signposting func-

tions and cannot be dismissed as ‘secondary information’ in any study inter-

ested in meaning.

For the foreseeable future, the prosodic dimension is likely to remain both 

elusive in its interaction with syntax and semantics in a specifi c language, 

and resistant to cross-linguistic generalizations. Discussing syntax–intonation 

correlations, Cruttenden (1986: 79) avers that ‘the strongest statement that 

can be made is that syntactic cohesion is generally stronger within intonation 

groups than across them.’ He clings to the idea that there is a link between the 

traditionally defi ned clause and the intonation group – they coincide on an 
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estimated 40 per cent of occasions – but he gives a list of common ‘exceptions’ 

so long4 that it suggests a different analysis should be sought.

2.8.4 Time-Coding and Synchronization

Unlike CL and CTS, a corpus suitable for studying SI processes has to be 

time-coded and synchronized to at least as fi ne a grain as the proposed seg-

mentation. Among the recent large corpus projects, the CIAIR corpus is auto-

matically segmented prosodically using pauses of at least 200 ms (Tohyama et 

al. 2005). However, the Nagoya group also reports developing a (proprietary) 

internet-based tool comprising a text base in which the user can align seg-

ments by clicking on the bilingual text display, and a parallel ‘time-chart’, 

enabling alignment and synchronization fi ne-grained enough to study lag as 

well as interpreters’ restructuring of fairly short strings. But again, in this sim-

plifi ed system, ‘fi llers, and utterances with no obvious counterpart, can have 

no correspondence’ (ibid.).

EPIC began by exploring mixed prosodic/syntactic criteria with some 

assumed semantic correspondence, segmenting ‘into meaning units on the 

basis of [ . . . ] intonation and syntactic information’ (Monti et al. 2005), and 

are now exploring automatic pause-based segmentation of audiofi les with 

Speechindexer, and manual alignment of audio, video and text with time-codes, 

using Transana, or on indexes in text and audio fi les, using SpeechInterpreter.
Segmentation by pauses of a certain length may seem easier to automate, 

although EPIC reports problems with pause detection due to booth noise in 

the interpreted versions. But as the only criterion, it may not be helpful for 

analysis, given the multiple reasons for pausing in both original and inter-

preted speech. In process research, an instructive experiment might be to seg-

ment the interpreted speech fi rst, syntactically or prosodically, and see what 

ST segments the bursts correspond to.

Ultimately it seems that, as with other aspects of data analysis and presen-

tation, a universal principle for segmenting interpreting corpora will remain 

elusive, and perhaps counter-productive. Segmentation proposed by corpus 

providers, if motivated and consistent, should not be an obstacle to  evaluation 

and some comparability, failing perfect replication. Ideally, researchers should 

be able to overlay their own segmentation. An automatic and very fi ne-grained 

time-coding system, independent of the choice of segments by different 

researchers, may be the key to fl exibility for different users.

2.8.5 Tagging, Annotating and Indexing

Once again, in deciding on tagging and annotation we must be aware that – as 

the discussion in the previous section showed – the schemas we inherit from 
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CL are based on descriptive linguistics, which was developed for a different pur-

pose: to describe langue, not to illustrate the functional impact of parole, for 

which no agreed or even consensus system has yet emerged.

The type and amount of feature tagging or annotation that is necessary or 

appropriate will again depend on the research goals pursued. But the  prospect 

of web-based corpora that can be shared by multiple users seems to lead inev-

itably either to a maximalist approach, in which every kind of annotation is 

performed and retrievable (though obviously not necessarily  simultaneously 

visible), or to a minimalist provision of the corpus in a form that can be 

downloaded and annotated by each researcher for his/her own purposes. 

However, indexing must almost certainly be done by the corpus compilers and 

depositors.

For researching lexical choices and correspondences in parallel corpora, and 

for pedagogical applications, parallel concordancers (e.g. ParaConc – Barlow 

2002; http://paraconc.com/ – Barlow 2009) have already made a seminal con-

tribution in CL and CTS. For performance and process studies, concordancers 

will obviously not yield judgements about the appropriateness of word choices, 

but might be used to provide an indication of the amount of processing (use 

of context and constructive inference) done by a translator or interpreter, as 

refl ected in the amount of deviation from standard or ‘dictionary’ lexical 

equivalents.

As to syntactic structure, POS taggers, lemmatizers and automatic parsers are 

now probably available for a score of languages.5 Lemmatizers are necessary 

to count lexical types and tokens and are therefore indispensable for lexical 

frequency studies, but will also be signifi cant labour savers in the future if they 

can be calibrated to measure syntactic complexity, making it easier to study 

controversial issues such as the impact of SL-TL word-order differences on 

SI performance, and to verify hypotheses or earlier fi ndings about shifts on 

the oral/literate continuum, simplifi cation, etc. which have syntactic as well as 

lexical aspects (e.g. hypotaxis). Parser output (bracketing or tree structures) 

is obviously not displayed in published transcripts, but these should contain 

references to sites where fully encoded versions can be found in a standard like 

TEI in which multiple features can be encoded and selectively displayed.

Some text analysers compute syntactic data and even semantic and stylistic 

profi les data for any text over 600 words or so in length. CordialAnalyseur, for 

example, delivers parse trees of French text, POS percentages, TTR and func-

tion/content word ratios, as well as an ontology-based semantic profi le and 

an evaluation of style, readability, technicality, abstractness, etc. Of course, 

language and culture specifi city confi ne the use of such analysers to inter-

subject comparisons; and these features alone, common to written and spoken 

text, are not valid indicators of input diffi culty or hearer-friendliness (‘read-

ability’) of input or output in spoken discourse for interpretation (even without 

taking into account the pattern of information delivery and prosody).6 Also, 
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CIS researchers will want to construct their own task-specifi c indicators, for 

example from data on pausing, lexical repetition, sentence complexity or the 

use of connectors.

2.8.6 Standards for Data Sharing

Since more than one centre may be compiling and analysing large corpora 

in the future, sharing makes sense, and some consensus on what to encode 

and display and how would save a lot of unnecessary work. Given the rarity of 

usable authentic corpora, compilers should aim to extract, encode and store 

as much information as possible, with the possibility of searching and display-

ing it selectively, as provided for example in a standard like TEI, which allows 

selective display of different layers of information in a corpus database, allow-

ing researchers to generate representations at different levels.

Compilers should aim to provide several layers of encoding :

1. Digitized audio and or video tracks, synchronized (for SI) across the various 

languages provided.

2. Plain (orthographic) transcription: a ‘fl uent’, readable text, with optional 

retrievable display of features like disfl uencies, speech errors and prosodic 

contours, aligned and displayable with the synchronized audio fi les. Russo 

(p.c.) suggests transcribers use simple machine-readable processors like 

TextEdit (.txt) rather than programmes like Word.

3. Fine-grained time-coding, for the study of temporal patterns (like EVS), and so 

that each researcher can measure speeds, for example, as preferred (wpm 

versus spm).

4. Prosodic profi le: the plain text transcription can be aligned with frequency 

and intensity traces (spectrograph) and chunked into intonation groups, 

both of which could be number-coded in the database.

5. Syntactic profi le: the output of syntactic analysis (part-of-speech tagging and 

parsing) should be encoded in to allow selective display, if possible, of indi-

vidual or multiple parts of speech, and specifi c sentence structures.

Segmentation grids, proposed by a corpus compiler or researcher (for 

instance into his/her chosen idea units) and coded for concordancing and 

alignment with the other profi les, could also be proposed for optional use (not 

hard-wired into the database). One example, from comparative discourse 

analysis of parallel texts, is the use of lexical cohesion-based grids that chunk 

texts into a sequence of subtopics (van der Eijk 1999).7

The peculiarities of SI suggest that interesting fi ndings might be accelerated 

by capturing oral features alongside the syntactic tagging and lexical analysis 

we inherit from traditional corpus (text) linguistics. It seems clear that even 

a rough representation of any interesting aspect of natural speech depends 
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on getting some handle on the prosodic dimension, and on language- and 

culture-specifi c information about the import of certain prosodic patterns in 

speech. Some progress is being made in semi-automatic tagging of intonation 

(Campione and Veronis 2001), and affect and emotion can also be detected in 

voice contours by programmes developed for psychotherapeutic applications 

(Stassen 1988, 2002).

For analysis, research on intonation in different languages (Hirst and Di 

Cristo 1998) has tentatively correlated some basic contours with implied 

speaker meaning – for example, falling/closing versus rising/continuing into-

nation – in different languages (Hirst and Di Cristo 1998), and some language-

independent patterns (see Vaissière 1983), which it might be possible to overlay 

locally on text, or to assess at least whether prosody is helpful or misleading 

over a particular passage (as a complement to artifi cially fl attening speech as 

in experimental studies).

Apart from the features that are encoded, accessible or displayable, a key 

factor in facilitating data sharing is the user-friendliness of the query tools. 

Alongside XML-based tools like Sara or Xaira (for TEI), new standards being 

developed include the CorpusWorkBench (CWB-CQP) standard adopted 

notably by EPIC, DIRSI, via the C-ORAL-ROM project at the Universidad 

Autónoma de Madrid.

‘Practisearchers’ have already realized that this will entail working closely 

with computational linguists and engineers – often with a steep learning curve 

– just as interdisciplinary collaboration has been necessary, and fruitful, with 

statisticians, neurolinguists, cognitive psychologists and sociologists.

2.9 Analysis

In dialogue interpreting, in particular, corpus studies have been heavy on 

text interpretation, but so light on the volume and range of the corpus taken 

into account in each study that they often fail to qualify as ‘scientifi c’ by most 

accounts. Such studies are not replicable as such, and must therefore either 

be evaluated on a par with literary criticism or as contributing to an explora-

tory, hypothesis-forming phase in investigation. Subjectivity can be reduced by 

using panels of judges – ‘intersubjective consensus’ – but this is cumbersome 

and also encounters volume limits, even when latin squares or similar statisti-

cal devices are resorted to to reduce the load on each judge. Moreover, quali-

fi ed judges are as hard if not harder to recruit for research than interpreters.

If interpreting studies are to aspire to contributing not only to philology 

but also to cognitive science, we must meet contemporary research norms that 

demand not only a minimum sample size – in terms of numbers of experimen-

tal participants, questionnaire respondents or corpus size – but also credible 

methodologies that can be checked and replicated, transparent processes of 
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inference from data, and discussion that engages and responds to existing 

theories. As we have seen, there are already bright prospects for the ‘spade-

work’ of CIS to be dramatically reduced, leaving the challenge of conceptual-

izing research questions, and designing analyses, that exploit this rich vein of 

data while approaching the rigour traditionally associated with experimental 

studies.

In analysing a corpus to clarify a research question, there are at least two 

ways of avoiding the charge of ‘cherry-picking’: one can either justify treat-

ing certain features as indicators of a phenomenon, count them globally in 

a speech or sub-corpus and make statistically based inferences; or one can 

defi ne more complex items (a particular sentence structure, for example), 

fi nd all instances in ST, and study their correspondences in TT, refi ning the 

hypothesis by iteration, extension to new samples, replication etc., in the light 

of different theories.

2.9.1 Measurable versus Interesting Variables

There is often a temptation to regard ‘quantitative’ analysis as intrinsically 

more rigorous and reliable than ‘qualitative’ analysis. But unfortunately, the 

most countable features in a body of speech that was originally used for com-

munication may not be the most interesting ones.

While the dominant research orientation has been somewhat different in 

community interpreting (mostly sociolinguistic) and conference interpreting 

(mainly psycholinguistic), CIS in both modes faces similar methodological 

and epistemological challenges in moving from the identifi cation of features 

to their interpretation. Figure 2.2 shows some features of discourse, of con-

cern (albeit unequal) to the two research communities, starting from a core 

of ‘objective’ features and fanning outward to qualities which may correlate 

with composites of these core features, but must necessarily be evaluated by 

human judges.

Both research groups will be concerned with fi delity, and thus potentially, 

with the whole range of its potential determinants, linguistic and paralinguis-

tic (central column); from these, both will make judgements about fuzzier 

 values like style, register, and lexical connotations. From there, the research focus 

diverges: dialogue interpreting research typically seeks to infer social values 

like involvement, distance or face, while conference interpreting research is 

traditionally – though not exclusively – more interested in cognitive factors 

like diffi culty or effort. In both branches, the more measurable ‘inner’ values 

will necessarily be taken as indicators of ‘outer’ variables of interest which can-

not be directly measured.

Moving outwards from the core to the periphery we go from observable and 

quantifi able facts to inferences and interpretations. The ‘observables’, or the 
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nearest we have to them in linguistics – that is, linguistic features of text – range 

from phonetics through syntax to prosody (measurable changes in pitch, rhythm 

and intensity). These must then be ‘semantically’ interpreted, for example, in 

postulating that a particular word order is marked, denotes new information, 

contrasts or emphasizes; or that a particular word or phrase means so-and-so, 

or carries these overtones; fi nally, we make pragmatic, sociological and psycho-

logical inferences: intonation contour N conveys surprise, appeal, concession, 

irony; lexical choice A connotes low social class, cooperativeness; particle or 

function word X denotes greater or lesser commitment or certainty.

2.9.2 Composite Indicators for a Complex Phenomenon

Given the range of potential factors in interpreting performance, there might 

be some promise in measuring a wide range of variables at different levels and 

experimenting with correlations, including correlating selected clusters of 

 variables treated as composite indicators. This approach has often been fruit-

ful in the exploratory early stages of studies of complex phenomena. In terms 

of Figure 2.2, to improve ‘resolution’ across the spectrum from the uninterest-

ing measurables in the middle outward to the more interesting end-variables 

at the poles, measurable entities must be taken as indicators or proxies for the 

target qualities we are interested in, betting on the probability that specifi c 

clusters of such microvariables, duly tested and developed, will be workable 

indicators of the more general features.

Lamberger-Felber (1998) took a step in this direction, measuring several low-

level features of renditions of SI with text, like word length and frequency, as well 

as omissions and errors, in a sample of 12 interpreters’ versions of the same text; 

but the range and type of variables remains too modest to reveal more than the 

most predictable correlations (e.g. long omissions correlated with time lag).

Figure 2.2 Measurable versus interesting variables in interpreting research
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Setton and Motta (2007) tested this methodology by correlating three sets 

of potential indicators of the quality of 24 French interpreted versions of two 

English speeches: (a) users’ judgements, (b) scored features of the  written 

transcripts (paraphrasing, elaboration, accuracy, style, fl uency) and (c) lin-

guistic features generated by a text analyser (TTR, sentence length etc.) – 

corresponding to Shlesinger et al.’s (1997) ‘instrumental (user reception), 

intertextual and intratextual’ dimensions. The study explores the possibility 

of constructing composite indicators: for example, clustering ‘elaboration’ 

and ‘paraphrase’ as a macrovariable for ‘autonomy’, and correlating this with 

errors-omissions-weaknesses on the one hand, and external quality assess-

ments on the other.

Visualizing multiple variables and their interactions (‘eyeballing the data’) 

can also reveal patterns that might otherwise be missed and generate hypothe-

ses. The ECIS group is using a pilot application, Trendalyzer, to display groups 

of variables over time or specifi c combinations of two or more variables at 

fi xed points (see Barranco-Droege et al., forthcoming).

2.9.3 Accountability and Theoretical Refi nement

One recognized method of exploring a hypothesis experimentally is to cre-

ate instances of an independent variable in a ST (from scratch or by manip-

ulating an authentic sample) and analyse the TT responses. A well-known 

drawback of natural corpus-based research is the rarity of occurrences of 

some phenomena, creating the temptation either to use a corpus that may 

not be representative in other ways, or to generalize from a small number of 

instances. From this point of view, the advent of large interpreting corpora is 

a boon, although some research questions will still need preliminary prepa-

ration and analysis that will limit the size of the usable corpus. For exam-

ple, Setton (1999) compared the information contained in the interpreters’ 

production at a given instant to what could be deemed to be encoded in the 

preceding chunk of input within the span of working memory, as a window 

on the alleged extra diffi culty of SI from SOV into SVO languages, applying 

cognitive (memory, knowledge schemas) and pragmatic theories (relevance 

theory on the use of available context in speech communication). However, 

this required, among other things, a synchronized transcript, with some 

representation of both syntactic structure and information structure (show-

ing the incremental delivery of information as the discourse unfolds), and a 

model of likely available context. This was hardly feasible in a large enough 

corpus (even had one been available), making a merely illustrative methodol-

ogy inevitable.

To uncover some phenomena in ‘parallel’ and process analysis, it might 

be necessary to start from the TT, or even to trawl the corpus ‘manually’. As 
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concordancers (and translators and interpreters) know, ST and TT items often 

cannot be matched one-to-one. A TL utterance with little or no formal lexical 

or syntactic correspondence to a SL utterance may function perfectly as its 

equivalent in a specifi c context, for example, J’aiprisquelqu’un for I hired a worker 
(an example from Seleskovitch; the only relevant implicature here is ‘instead 

of doing it myself’), or even in any context, as in Don’t get mad, get even for la 
vengeance est un plat qui se mange froid. Alternatively, pragmatic procedures, like 

foregrounding for emphasis or signalling topic change, are often effected by 

syntactic means in SL, but prosodic devices in TL, or vice versa. Finally, ele-

ments ‘added’ in TT and contributing to effective and faithful interpretation 

may not be traceable to any element expressed on the surface of the source 

text (Setton 1999; Bendazzoli 2010b).

In probing this complex material, the challenge will be to tease out the most 

elusive aspects of interpreting, including stimulus-response patterns in differ-

ent contexts that reveal something about processes, in addition to general sta-

tistical trends, while at the same time ensuring credibility by making the effort 

to defi ne the variables and hypothesized processes as carefully and explicitly 

as possible to allow testing and replication by others. Refutation is not failure, 

as graduate students sometimes think, but an opportunity to refi ne the theory. 

We now have the data and technology to assemble a valid database for such 

studies, but as the above examples show, some fairly sophisticated theory is 

needed to formulate hypotheses and interpret fi ndings.

2.9.4 Combining Methodologies

Finally, CIS need not compete with other methodologies, but may usefully be 

combined with them. For example, inferences can be drawn from regular differ-

ences between the interpretation of a speech in real-life, and later in controlled 

laboratory conditions, which is itself a form of manipulation of the situational 

context variable (Setton 1999: 176). Again, in research on SI strategies, instead 

of choosing the IV based on a priori assumptions about what may pose a prob-

lem – word order, for example – we can fi rst identify real-life ‘problem triggers’ 

and truly ‘strategic’ (i.e. conscious) behaviour, at least, with methods like Ivanova’s 

controlled retrospection technique of playing SI recordings back to interpreters 

to identify areas of conscious diffi culty in an experimental sample, then using this 

information to choose similar items to focus on in a large natural corpus (Ivanova 

2000). Finally, we have already mentioned triangulation, to ‘close in’ from differ-

ent angles on factors in quality, for example, user reception, ST–TT equivalence 

and product features (Setton and Motta 2007). Other fruitful combinations of 

the standard methodologies – introspection (interviews, questionnaires, surveys), 

corpus analysis and controlled experiment – will certainly be found, with a little 

imagination – a key ingredient of successful science.
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2.10 Discussion and Conclusion: Theoretical 

Maturity for Better Data

Automatic text analysis has already yielded valuable fi ndings in corpora that 

are now large enough (as in EPIC) to be representative at least of a particular 

setting, and even a particular but mainstream genre of SI, defi ned by a sheaf 

of constants (professionals with similar qualifi cations working in standardized 

conditions, all into A, on fast, read-out speeches, etc.). This work has already 

largely ‘caught up’ with CTS, or has the potential to do so, for both  comparable 

or parallel corpus analysis, and is going beyond CTS to address orality-specifi c 

features (e.g. disfl uencies).

After collecting raw natural data, then ordering it, the next step in scientifi c 

enquiry is to form and test descriptive, then explanatory hypotheses, using 

the best theories available, while actively imagining and patiently eliminat-

ing alternative explanations and adjusting the model accordingly. However, as 

CIS enters an age of abundance and precision of data, it may soon fi nd itself 

constrained by a relatively simplistic theoretical apparatus that still bears the 

traces of earlier mechanistic and literal conceptions of language and cognitive 

processes. This underdevelopment can be exemplifi ed in the communicative 

and cognitive dimensions respectively, and is at least partly curable.

(1) Some delay in applying the latest models of speech communication being 

developed in modern pragmatics is understandable. On the one hand, the 

old tropes dressed up in discourse analysis still do plausible, though impres-

sionistic service, to illustrate differences in register or status between inter-

locutors, or some emotional colouring of a discourse. Also, the features of 

speech that contribute to incremental meaning assembly on line, which 

extend into para- and extralinguistic dimensions, are extremely hard to 

capture and represent in a corpus, and interact in a highly complex way. 

And theoretical work in this area (in post-Gricean cognitive pragmat-

ics) is still a work in progress, not to mention ready-made applications to 

interpreting. Fully grasping orality, so to speak, will take time and patient 

effort.

(2) Slowness in updating our models of memory is less excusable. While some 

researchers are clearly aware of sophisticated recent models that refl ect 

interaction between different kinds of memory, or the role of knowledge 

activation and organization, they remain to be applied to the analysis of 

authentic interpreting corpora, which are rich in examples of varying 

lag without consequent loss or omission, demonstrating the concurrent 

 operation of some form of memory not purely verbal or phonological, and 

thus not subject to articulatory suppression – a result that in no way contra-

dicts Baddeley, except on the most superfi cial reading.
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Visualizing time, prosody and environmental information around a speech 

will certainly give us ideas to explain the phenomena we will see in our newly 

displayed data – recasting, anticipation, added cohesive devices and so on. But 

it will be impossible to explain them without some model – be it from schema 

theory, relevance theory, long-term working memory or mental modelling – of 

how contextual and conceptual representations of meaning are derived and 

mobilized both from the speech itself and from elsewhere, and contribute 

to the interpreting process without being subject to the tight temporal con-

straints of manipulation of verbal forms in the phonological loop.

This theoretical upgrade will entail hard work by a new generation of 

researchers willing to go beyond the fi rst graduate thesis aimed at demon-

strating basic research ability (and where we often fi nd, inevitably, hasty and 

superfi cial use of the most convenient heuristic theory). The only suffi cient 

motivation for this, in a small and underfunded discipline, will be solid fi nd-

ings and generalizations that can be applied to all interpreting – and perhaps 

contribute beyond this speciality – by taking into account the most signifi cant 

variables of speech type (or event genre), speed and mode of delivery, wide 

enough multilingual coverage to check for language-pair specifi cities, and 

enough comparative novice-expert studies to sort out what can and can’t be 

done with more or less technique and experience – a valuable guide to design-

ing ‘last mile’ pedagogy for advanced trainees.

For determined researchers, obtaining more and varied corpora to which 

the new techniques can be applied (from the ECIS and EPIC laboratories – and 

perhaps from Japan, though currently proprietary) should not be insuperable. 

UN material, audio and video, has been provided in the past (Chernov 1978). 

All institutions organize some public interpreted events, some of which are 

web-streamed with their interpretation, and some large private-market con-

vention organizers already publish full audio proceedings and/or transcripts, 

or are prepared to let researchers use all or part of them (Pöchhacker 1994; 

Kalina 1998; DIRSI medical conference corpus, Bendazzoli 2010a). Corpora 

of television interpreting are being collected, notably in Italy (e.g. FOOTIE 

(Sandrelli forthcoming) and CoRiT (Straniero and Falbo forthcoming)); see 

Table 2.1, in Section 2.4 above).

In summary, CIS has the potential to provide reliable and much-needed new 

evidence about interpreting: nothing can replace the study of production in nat-

ural (socially determined) conditions. CIS has learned from CL and CTS, and 

now has the data and tools to come into its own. However, the added dimensions 

of interpreting – multilingualism, orality, situatedness and immediacy – pose 

special challenges for capture, multivariate analysis and theoretical imagina-

tion, synthesis and adaptation. Consensus on some basic standards for corpus 

compilation, encoding and display will allow data-sharing and replication, and 

the freedom to try new angles and methods of analysis, setting in motion the 

multiplier effects characteristic of the emergence of any fruitful new paradigm.
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Notes

1 The full text and 19 tapes are available to order from Copenhagen. The lan-

guages are Da-En-De-Fr-Nl-It (see Table 2.1).
2 Semi-rehearsed speech is perhaps the most common register in international 

conference practice, lying between spontaneous dialogue, as in the negotiations 

in Lederer’s (1981) corpus, and speech recited from text, which is also quite 

common. Furthermore, conference discourse typically belongs to the discursive 

or argumentative genre; hardly ever is it primarily descriptive or narrative.
3 Chinese discourse was transcribed in standard Hanyu Pinyin romanization, with 

a hanzi (Chinese character) transcript provided separately.
4 The list includes including sentence or clause-modifying adverbials (attitudinal, 

evidential), time and place PPs, Subject NPs (especially when long, postmodi-

fi ed, or topicalized contrastively), Topic/Subject when enlarged or recapitulated 

at clause end, topicalized object, tags like ‘isn’t it’, AREn’t they?, agentive by-clause 

following a passive verb, parentheticals, nouns in apposition (tonal harmony 

with tone on original noun), and rhetorical parallel phrases.
5 ConnexorMachinese Syntax (12 languages); Cordial for French; Cosmas, Brill-

Tagger or Morphy for German, Freeling for Spanish, French and English, etc.
6 Signifi cant work is being done in France both in the development of practical 

systems for annotating prosody in spoken corpora (e.g. Campione and Véronis 

2001) and on the analysis of the multilayered functional structure of prosody in 

speech (Caelen-Haumont and Keller 1997).
7 Van der Eijk suggests that, while there are no known computational mechanisms 

to compute coherence (based on relations such as elaboration, exemplifi cation 

and cause), it is possible to automatically detect a less complex relation, cohe-

sion, which arises from back-references, conjunction or lexical cohesion 

(reiteration of word forms either directly, or by hypernyms (peach: fruit) or 

semantically related words (garden, digging)). These relations are used to com-

pute the similarity of adjacent text segments (Van der Eijk 1999: 3–4).
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Chapter 3

Translation Units and Corpora

Dorothy Kenny

3.1 Introduction

The unit of translation is a basic concept in translation studies. To date it has 

received only scant attention in corpus-based translation studies, despite the 

fact that parallel corpora are likely to contain a wealth of data on translation 

units, and that corpus linguistics may offer new, as yet barely tapped, ways of 

looking at the issue. It is precisely this potential that the current chapter seeks 

to explore.1 Before this can be done, however, the theoretical ground has to 

be prepared. In particular, we must take a stand on how ‘translation unit’ is to 

be understood and made operational in the context of corpus-based transla-

tion studies. The paper thus starts by reviewing existing approaches to transla-

tion units, focusing on: comparative stylistics; process and product-oriented 

descriptive translation studies; and natural language processing. Tentative 

methods for identifying translation units in parallel corpora are then proffered 

and illustrated using examples from the German–English Parallel Corpus of 

Literary Texts (GEPCOLT).2

3.2 The Translation Unit in Comparative Stylistics

In their seminal work, Vinay and Darbelnet (1958/1995) defi ne the translation 

unit as ‘the smallest segment of the utterance whose signs are linked in such 

a way that they should not be translated individually’ (1995: 21). Translation 

units are thus segments of the source text, but they are viewed through the 

prism of the target language (ibid.: 17). Vinay and Darbelnet further consider 

translation units to have some kind of cognitive status, and to be conventional-

ized to the extent that they can be recorded in dictionaries, although they do 

not subscribe to the idea of absolute, unvarying equivalence between source-

language translation units and their translations (ibid.: 21).3 They do not expect 

translation units to be co-terminous with syntactic categories, although they 

are not completely consistent on this matter (ibid.: 21, 27). Some later theorists 

maintain fl exibility on this issue (e.g. Bennett 1994; and the process-oriented 
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studies discussed below), although others argue on theoretical grounds that 

the clause (Bell 1991; Malmkjær 1998), clause complex (Huang and Wu 2009) 

or sentence (Zhu 1999, 2005) make the most appropriate translation units. 

Still others give primacy to the full text (Bassnett-McGuire 1980).

The linguistic rank of translation units is an issue that arises frequently in 

the literature, and one to which we return again below. Suffi ce it to say for 

the moment that authors such as Bennett are sceptical about the ability of 

 translators to work with ‘any text other than the very shortest as an undivided 

UT [unit of translation], for reasons of memory limitations, if nothing else’ 

(1994: 13). For Bennett, the text represents the translation ‘macro-unit’, that 

is, ‘the largest linguistic unit which the translator needs to consider’ (ibid.), 

which is quite different, for all but the shortest texts, from the smallest seg-

ment of text that should be translated as a whole.

Vinay and Darbelnet approach translation units from multiple directions, 

and pack rather a lot into their treatment of the concept. The tension between 

source language and comparative perspectives, the elusiveness of ‘units of 

thought’, and the (morpho-syntactic) fl exibility of their translation units all 

make Vinay and Darbelnet’s notion of translation unit diffi cult to operational-

ize in corpus-based research. The purported conventionalized nature of trans-

lation units seen as lexicological units, however, offers some potential for their 

identifi cation in corpora. Bennett (1994: 13) has also helpfully pointed out 

that the translation unit as conceived by Vinay and Darbelnet is really a ‘trans-

lation atom’, that is, the smallest segment that must be translated as a whole 

(if one wishes to avoid overtranslation or mistranslation), although such atoms 

form part of larger units that are somehow operational in translation and may 

themselves form part of larger units, and so on until we reach the level of the 

full text. Bennett (ibid.) likens translation atoms to listemes in linguistics, that 

is, ‘listed or memorised linguistic objects’ that can range in size from mor-

pheme to sentence. Units of translation are often larger, but should never be 

smaller than listemes or translation atoms. Bennett (ibid.) continues by noting 

that ‘as one ascends the grammatical hierarchy, the fewer the proportion of 

items at each level which are listemes: all morphemes are listemes, but only 

some phrases and a handful of sentences.’ As we shall see below, contempor-

ary corpus linguists point out that listeme-like ‘prefabricated’ units are more 

common at higher linguistic ranks than previously thought, an observation 

that may have implications for studies of translation ‘atoms’. The picture is 

complicated, however, by the fact that such ‘pre-fabs’ exhibit high levels of 

variation, and capturing them in patterns can mean abstracting away from the 

surface facts that confront us so directly in corpora.

Bennett’s observations on translation atoms are consistent with Vinay and 

Darbelnet’s (ibid.: 23–7) own discussion of the degrees of cohesion between 

the elements in (multi-word) units of translation: translation units can be 

highly ‘unifi ed’ or else represent ‘affi nity groups’ ‘whose elements are more 
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diffi cult to detect and in which the cohesion between the words is less evident’ 

(ibid.: 24). Affi nity groups can combine to form ‘complex units’, which can, 

where appropriate, be translated as single units.

For our analysis, we propose to distinguish between (1) source text seg-

ments, which may correspond to monolingual listemes (after Bennett) or, less 

commonly, unconventional, creative forms, and (2) ‘translation units’, which 

we will understand as empirically validated, mutually defi ning source and tar-

get text segments, after Toury (see below), but also drawing, albeit less dir-

ectly, on Vinay and Darbelnet’s comparative approach. We also fi nd Vinay and 

Darbelnet’s emphasis on multi-word units instructive and take their lead (and 

that of several other authors reviewed here) in positing translation units that 

do not correspond to unvarying linguistic units.

Vinay and Darbelnet’s approach to the translation unit (or ‘translation 

atom’) is thus useful in some regards, but it remains overly oriented towards 

the source text and idealized translations, factors that limit its ability to account 

for much of what happens in real translation (see Ballard 1997; Santos 2000; 

Krings 2001; and below). In empirical translation studies, on the other hand, 

observations are made on the basis of actually occurring translation processes 

and products, allowing different insights into the nature of translation units.

3.3 The Translation Unit in Empirical 

Translation Studies

Empirical translation studies can be divided into two main categories: those 

that focus on the translation process, and in particular on the translator’s cog-

nitive activity; and those that study translation products – target texts which can 

be related, amongst other things, to their host cultures, their users, and their 

respective source texts. In the following sections we consider how translation 

units have been treated from each of these points of view.

3.3.1 The Translation Unit in Process-Oriented 
Translation Studies

Alves and Gonçalves (2003) defi ne translation units in terms of attentional 

focus on the source text and stress the dynamic nature of such units:

translation units are seen here as segments of the source text, independ-

ent of specifi c size or form, to which, at a given moment, the translator’s 

focus of attention is directed. It is a segment in constant transformation that 

changes according to the translator’s cognitive and processing needs. Alves 

and Gonçalves (2003: 10–11)
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According to this view, it is not possible to identify translation units a priori on 

the basis of source language structures, or stretches of source text of a speci-

fi ed length. Rather the identifi cation of translation units can happen only in 

real time, as translators translate. In order to isolate such units, researchers 

have thus traditionally relied on concurrent think-aloud protocols (TAPs), 

that is, translators’ own attempts to verbalize their thought processes as they 

translate. But the use of TAPs is far from straightforward. There are con-

cerns, for example, about the ability of TAPs to capture information about 

automatized translation processes. Another problem is that verbalization 

may affect the very thought processes on which it is supposed to be reporting; 

more specifi cally, it has been found to have an effect on the length of source 

text segments processed by subjects in translation scenarios (Jakobsen 2003: 

91). Thus, used as a data elicitation technique, TAP can become a confound-

ing variable in a study of TUs. A further diffi culty for researchers interested 

in translation units defi ned in terms of attentional focus on the source text, 

is that only a relatively small proportion of any particular TAP is likely to 

give information about the source text. Krings (2001: 314), for example, 

found in one of a suite of experiments that only 6.3 per cent of all verbaliza-

tions made by translators were about the source text. Similarly, it is unlikely 

that the proportion of a TAP that does relate to the source text will account 

for all of that source text. It can be assumed that completely unproblem-

atic stretches of source text will not result in verbalizations; while subjects’ 

problems, for example, in understanding the source text, will be explicitly 

commented upon. It is for this reason perhaps that some research within 

the process- oriented framework links the notion of translation unit/focus 

to that of translation problem (see, for example, Livbjerg and Mees 2003). 

For Barbosa and Neiva (2003) on the other hand, translation units are not 

so much defi ned as problems but rather are demarcated by problems, which 

cause breaks in the translation ‘fl ow’.

One aspect of the literature on translation units where there appears to be 

consensus relates to the linguistic ranks at which novice and expert translators 

operate. Although, as indicated above, translation units cannot be defi ned in 

terms of ST structures or pre-specifi ed lengths of ST, some studies (e.g. Kiraly 

1990; Lörscher 1996; Krings 2001) have found that professional translators tend 

to focus on ST structures of higher rank (e.g. phrases, clauses or sentences) 

than semi- or non-professionals, who tend to translate at the level of syntagma 

or individual words. It is worth mentioning however, that although Kiraly’s 

study (ibid.) found that professionals (translating albeit into L2) operate on a 

supra-sentential level more frequently than novice translators, the bulk of their 

translation was still located below sentence level (Krings 2001: 159).4

Thus far we have focused on research based on subjects’ introspection. 

Given the problems inherent in TAP methodology however, process-oriented 

researchers have begun to use other data collection methods instead of, or in 
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conjunction with, TAPs. In one such study Jakobsen (2003) uses the keyboard 

monitoring software Translog to investigate the effects of think aloud on trans-

lation speed, revision and segmentation. He defi nes a segment as ‘any length 

of keystrokes between two pauses of 5 seconds (or more)’ (ibid.: 90). Given that 

Translog monitors target text production, such segments are, by defi nition, 

target segments, and these are related to source texts in quantitative terms 

only.5 Jakobsen does not comment on whether the differences in target seg-

mentation he observes refl ect differences in source text segmentation, so it is 

not clear whether we can relate his segments to attentional focus on parts of 

the source text. Translog does, however, suggest an interesting way of record-

ing what parts of the target text belong together in terms of their genesis in 

time (as opposed to any structural bonds they may have). Alves and Couto Vale 

(2009), who use keystroke-logging and eye-tracking software to capture data, 

offer a related account of the ‘unfolding of translation units in time’ (ibid.: 

251) where such units are delimited by pauses registered by the software.

In summary then, translation units as described by those working within the 

process-oriented paradigm tend to be:

source-oriented, in that they are defi ned by attentional focus on the source • 

text, although newer technologies are also directing researchers’ attention 

to target texts.

dynamic, in that they emerge during real-time translational processing of • 

source texts and are not restricted to any particular length or structural 

boundaries, although their extent may vary with varying levels of translator 

expertise.

problem-oriented, either because researchers focus on those aspects of • 

translation that prove to be problematic, or because the data elicitation 

techniques used by researchers favour the discovery of problems in the 

translation process.

diffi cult to identify, given that they are dynamic; but also because access • 

to cognitive processes is always indirect, and different ways of elicit-

ing data about cognitive processes tend to yield different results; and 

because there is no agreement in the literature on the best way to iden-

tify them.

3.3.2 The Translation Unit in Product-Oriented 
Translation Studies

While process-oriented approaches to translation units give priority to source-

text segments, product-oriented approaches start with target texts and view 

the unit of translation as ‘the target-text unit that can be mapped onto a 

source-text unit’ (Malmkjær 1998: 286). The process whereby translation units 
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are identifi ed in paired source and target texts has not been discussed widely, 

although Toury (1980, 1995) gives the problem extensive treatment: Toury 

deals with ‘coupled pairs’ of target and source segments. Like some research-

ers working in process-oriented studies, Toury is interested only in those parts 

of the source text that have actually posed a problem in translation, a fact that 

can be established only through ‘concurrent identifi cation of the respective 

solution’ (1995: 78). A major issue with coupled pairs, according to Toury, is 

that it is not clear how their boundaries should be determined, given their 

dynamic nature and high context dependency. Toury’s answer to this diffi culty 

is to propose a ‘no leftovers’ principle:

Thus, the analyst will go about establishing a segment of the target text, for 

which it would be possible to claim that – beyond its boundaries – there are 

no leftovers of the solution to a translation problem which is represented by 

one of the source text’s segments, whether similar or different in rank and 

scope. (Toury 1995: 78–9)

Zabalbeascoa (2000) offers a very similar treatment. For him, the identifi ca-

tion of translation units prior to the act of translation is largely a matter of ST 

parsing and is oriented towards minimal units; from a retrospective, descrip-

tive point of view:

it is more a question of fi rst fi nding meaningful bitextual pairs, which means 

that the length and nature of each segment is determined by the type of 

solution, which provides evidence of the problem as the translator presum-

ably saw it. Zabalbeascoa (2000: 121)

For Toury and Zabalbeascoa, ‘problem/solution pairs’ and ‘translation units’ 

are thus mutually defi ning, dynamic (in common with much process-oriented 

research), and specifi c to individual pairs of texts. While Toury does not make 

much of the subjective judgements that must be involved in their identifi ca-

tion, he does stress that ‘whatever units one chooses to work with should be 

relevant to the operation which would then be performed on them’ (1995: 88, Toury’s 

emphasis). Toury’s coupled pairs serve for the most part in comparative ana-

lyses of translations that focus on ‘reconstructing rather than implementing 

translation decisions’ (ibid.: 88), but he suggests, drawing on Harris (1988), 

that the pairing of source and target language segments might have some psy-

chological validity (Toury ibid.: 99).

Again in summary, translation units in product-oriented translation studies 

tend:

to be mutually defi ning source and target text segments taken together, • 

and whose boundaries cannot be predicted on structural grounds;
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to be identifi ed presumably through subjective analysis by matching TT • 

solutions with their ST problems;

to have the status of analytical categories in descriptive studies but may also • 

refl ect ‘coupled pairs’ stored in translators’ long-term memory.

3.4 The Translation Unit in Natural Language 

Processing

In Natural Language Processing ‘translation unit’ tends to be used in a way that 

gives equal emphasis to source and target text, and that refl ects the granularity 

of the automatic or semi-automatic processes that these texts are subjected to. 

Bowker (2002: 155), for example, defi nes ‘translation unit’ as: ‘A source text 

segment and its corresponding translation as stored in a translation memory’. 

In most commercial translation memory systems translation units are usually 

stored at sentence level, as it is relatively easy to identify sentence boundaries auto-

matically and to ‘align’ sentences and their translations across two languages.

Alignment involves the explicit pairing of segments that are translations of 

each other in a parallel corpus (the directionality of translation is not usually 

considered an issue in automatic alignment).6 Depending on the ultimate appli-

cation, the linguistic rank at which alignment is carried out (i.e. the alignment 

‘granularity’) will differ. As already indicated, in translation memory applica-

tions, automatic alignment tends to happen at sentence level. Alignment at 

group or phrase level is useful in corpus-based Machine Translation (see Carl 

and Way 2003) and alignment at word level is crucial in applications like bilin-

gual lexicon extraction (see Kraif 2003, and the papers in Véronis 2000).

Sentence alignment, although by no means trivial, is generally considered to 

be ‘a mastered technology for most parallel corpora’ (Kraif 2003: 2). It often 

relies on a high degree of one-to-one matching of source and target sentences in 

parallel corpora, and on the order of sentences in the source text and their trans-

lations in the target text not changing (a property known as  ‘monotonicity’). 

While alignments do not always have to be one-to-one, the general requirement 

of monotonicity is only rarely relaxed, but this seems largely unproblematic as 

radical divergences between source and target texts appear to be rare in the text 

genres studied to date (Véronis and Langlais 2000; Huang and Wu 2009).

Word alignment is a far more diffi cult task (and accordingly far less developed), 

as one-to-one matching and monotonicity at word level are highly unlikely for 

all but the most closely related languages. Indeed commentators such as Martin 

Kay remind us that given texts translated by humans (as opposed to machines, 

which might, on occasion, translate word for word), ‘the very notion of align-

ment falls apart at fi ner levels of granularity’ (Kay 2000: xvii–xviii).

Kraif’s (2003) illuminating discussion of word-level alignment includes a 

number of examples where it is not obvious where the boundaries of units to 
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be aligned should be drawn, the dynamic nature of translation units leading 

to what he terms ‘segmentation inconsistency’. Kraif also introduces the term 

‘semantic discrepancy’ to label those cases where words that can be said to 

translate each other in a particular context cannot be generally held to be 

‘synonymous’ (my term) across languages, for example because one might be 

more specifi c than the other, as is the case with aux dépens du (at the expense 

of) and involving in example (1) below (from Kraif 2003: 4), or because of 

more radical divergences between source and target texts.

(1) Illegal transactions involving the heritage . . . 

 Transactions illégales aux dépens du patrimoine . . . 

Kraif goes on to distinguish between ‘lexical correspondences’ and ‘trans-

lational equivalence’. Lexical correspondences are those that would also be 

found in a bilingual dictionary (ibid.: 4) – or perhaps more usefully, that one 

would want to include in a bilingual dictionary – as they are not bound to indi-

vidual contexts and are thus generally reusable. They represent fairly stable 

semantic equivalents and their pairing in a corpus is a fairly regular occur-

rence. Kraif’s translation equivalents, on the other hand, are highly context-

bound and result from choices made by translators on particular occasions, 

and depending on a variety of factors such as the purpose of the commu-

nication, the text type, differing cultural or conceptual backgrounds, and 

so on (ibid.: 5). Translation equivalents as understood here represent one-

off solutions and are likely to involve semantic discrepancies. Although they 

provide interesting data for descriptive translation studies, they are of less 

interest to those attempting to extract generally reusable bilingual lexicons 

from parallel  corpora. Kraif’s own work relies on the fact that while one-off 

translation equivalents may complicate the picture, regularly occurring lexical 

 correspondences can still be extracted from parallel corpora using a combin-

ation of manual analysis and statistical processing.

Like Kay (2000), Kraif (2003: 13) recognizes different types of lexical align-

ment, depending on one’s aims. The units to be aligned could, for example, be 

limited to terms, content words, noun phrases or phraseology, and the required 

relationship between source and target units could be specifi ed as ‘semantic 

identity or similarity’, or pairs might have to meet the criterion of being reusable 

in different contexts, and so on. In Kraif’s scheme, source and target units would 

not be mutually defi ning: units to be paired with their translations would fi rst 

be identifi ed monolingually, and if no satisfactory match was found in the target 

text, no attempt would be made to redefi ne the source unit as part of a larger 

source unit, as the one-to-one matching assumption would no longer hold.

Kraif’s conceptualization refl ects what actually happens in contemporary 

terminology extraction and word alignment where translations may be sought 

only for ST units that meet predefi ned linguistic criteria (e.g. they are units 
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composed of two nouns, or an adjective + noun); or the only units that are of 

interest are those for which there is enough frequency and distribution informa-

tion in a parallel corpus to make their proposed alignment reliable (see Bowker 

2002: 82–6). It is thus clear that word alignment differs from sentence alignment 

in that systems attempting to align at lexical level are not normally called upon 

to account for all of the source or target text: they are ‘fragmentary’, in Kraif’s 

(2002: 285) terminology. Given this difference, and the fact that assumptions 

of monotonicity and compositionality made in sentence alignment do not hold 

at the lexical level, it might be better not to see current approaches to pairing 

source and target lexical units as a case of alignment at all (Kraif 2003: 3, 13).

To sum up, in NLP applications:

The ‘translation unit’ is, in common with the other approaches addressed • 

here, a dynamic entity in that it can refer to coupled ST and TT segments of 

varying rank, depending on the application, although it is normally defi ned 

in structural terms.

At sentence level, equal attention is given to TT and ST, and an attempt is • 

made to assign all TT and ST segments to a translation unit.

At the lexical level, one language can have priority over the other, and no • 

attempt is made to account for all the words in both texts. Source units 

are often identifi ed before any attempt is made to spot their translations, 

but researchers often rely on similarities in the distribution of given source 

units and their supposed translations to identify translation units.

No claims are made about the psychological validity of the translation units • 

extracted from parallel corpora; NLP work on translation units is moti-

vated by the need to produce useful data for translation-oriented applica-

tions rather than the desire to model mental processing in translators.

Regular ‘correspondences’ can be identifi ed in parallel corpora and distin-• 

guished from highly context-bound ‘equivalences’.

We conclude then, that in NLP, translation units below the rank of sentence 

cannot normally be easily or exhaustively identifi ed by automatic means, and 

that some level of manual intervention is thus justifi ed. We note also that 

Kraif’s (2003) distinction between conventional (lexical) ‘correspondences’ 

and one-off translation ‘equivalences’ refl ects a preoccupation with regular-

ities and departures from those same regularities that have also received atten-

tion in related areas of corpus linguistics, discussed below.

3.5 Units of Meaning in Corpus Linguistics

There is an expanding literature in corpus linguistics on (extended) units of 

meaning, but we will focus here on John Sinclair’s seminal work, also summa-

rized in Kenny (2001: 99–104).
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For some time, and based on his study of huge quantities of data in elec-

tronic corpora, Sinclair argued that much of language use relies on ‘semi-

 preconstructed phrases that constitute single choices, even though they 

might appear to be analysable into segments’ (Sinclair 1987: 320). Speakers 

and writers draw on such semi-preconstructed units when producing text, 

and hearers and readers also rely on this ‘idiom principle’ (ibid.) or ‘phraseo-

logical tendency’ (Sinclair 1996) when interpreting texts. Only when readers 

are forced to abandon this default interpretation do they fall back on the 

‘open-choice principle’, according to which text is built up and interpreted 

using a kind of slot-and-fi ller approach, whereby ‘At each point where a unit 

is completed (a word or phrase or a clause), a large range of choice opens up, 

and the only restraint is grammaticalness’ (ibid.: 319–20). Sinclair exempli-

fi ed phraseological tendencies in English in a number of publications (1991, 

1996, 2004), incorporating into his analysis ideas about the co-selection of 

lexis and grammar, and the importance of speakers’ and writers’ attitudes 

in conditioning how meaning units are supposed to function. He concluded 

that ‘so strong are the co-occurrence tendencies of words, word classes, mean-

ings and attitudes that we must widen our horizons and expect the units of 

meaning to be much more extensive and varied than is seen in a single word’ 

(Sinclair 1996: 94).7

Among the linguists who have lent empirical support to Sinclair’s position 

is Michael Stubbs. Stubbs (2001, 2002) has sought to quantify the extent to 

which the most common lexemes in English display phraseological tenden-

cies. Like Sinclair (1992), Stubbs has also pursued the idea of delexicaliza-

tion. Words become delexicalized when their independent semantic content 

is weakened over time, precisely as a result of their frequent use in phrases. 

According to Sinclair (1992), adjectives that occur in frequent collocations, 

for example ‘general’ in ‘general trend’, are at least partly delexicalized. 

They serve not to add semantic features to the head noun, but rather to 

intensify the content of that noun. Semantically, they thus become somewhat 

redundant, although they retain important pragmatic functions. Such cases 

of delexicalization are good illustrations of the phraseological tendency in 

language, as rather than seek to interpret, even over-interpret, each word in 

isolation, it makes more sense to look at the extended unit, as the meaning of 

the phrase is ‘dispersed across the phrase as a whole’ (Stubbs 2002: 230).

3.6 Translation Units in Corpus-Based 

Translation Studies

Within corpus-based translation studies (CTS), little attention has been paid 

so far to the notion of translation units, although some researchers, includ-

ing Baker (2004) and Dayrell (2004), have sought to describe a particular 
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type of lexical patterning in target texts, namely the use of recurring lexical 

phrases, and in doing so have been concerned with the kind of extended units 

of meaning that have interested corpus linguists. Relevant work based on par-

allel corpora includes Danielsson (2003) and Santos (2000), although neither 

is explicitly concerned with translation units, and Kenny (2001 and 2004), 

Teubert (2002, 2004) and Kondo (2007).

Danielsson’s main interest in translation is that it provides a way of validat-

ing fi ndings based on monolingual analysis. Like Sinclair, she argues that the 

unit of analysis in language should be the ‘unit of meaning’ rather than the 

orthographic word, and sets out to develop a methodology for automatically 

extracting such units of meaning from a monolingual corpus. She then tracks 

the translation of these units of meaning in an English–Swedish parallel cor-

pus, whereby her main priority is to fi nd ‘a single unit of meaning that also 

occurs in the target language’ (ibid.: 123).

The core of Santos’s (2000) work involves the development of an abstract 

model of translation based on translation networks and focusing on temporal 

aspect in Portuguese and English. Like Kay (2000) and Kraif (2003), she dis-

tinguishes between the common and the exceptional in translation, but unlike 

Kraif, she does not prioritize the common over the exceptional.

Kenny (2001) contains some useful data on translation units in a parallel 

corpus, GEPCOLT, although their signifi cance is not drawn out. In particular, 

the anaphoric compounds (2001: 163–7) and repeated clusters (2001: 138–40, 

204–6) treated in this source exemplify the text as macro-translation unit 

(after Bennett 1994). In Kenny (ibid.), corpus evidence is used to show how 

the interpretation of a creative compound currently in focus is facilitated by 

access to (sometimes much) earlier instances of lexically related syntagmas, 

whether or not translators actually turn to such earlier instances in arriving at 

a translation solution. Likewise, the use of repeated clusters (recurring strings 

of orthographic words with no internal variation) is seen as creating highly 

cohesive stretches of source text; and the partial undoing of this cohesion in 

the target text as questionable.

Kenny (2004: 342–3) draws on corpus linguistic research into units of mean-

ing in an attempt to show how source and target text segments can be mutually 

defi ning, in the sense suggested by Toury (1995) and described above. Data 

published in this source, as well as newer data extracted from GEPCOLT, will 

be used below to exemplify how a parallel corpus can be used in investigating 

units of translation.

Teubert (2002, 2004) and Kondo (2007) look at translation units from the 

combined perspectives of corpus linguistics, lexicography and translation 

studies. According to Teubert, translation units are source-text segments, 

usually compounds, multi-word units, collocations or set phrases (2002: 193), 

‘that are large enough to be monosemous’ so that for each translation unit 

‘there is only one equivalent in the target language, or, if there are more, 
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then these equivalents will be synonymous’ (2004: 184–5).8 Teubert (ibid.: 

185) argues that translation units are not necessarily co-terminous with 

(monolingual) units of meaning: as each language construes a different 

reality, what might be a translation unit from the point of view of one target 

language may not be from the point of view of another target language. So, 

translation units, although segments of source texts, are always seen through 

the prism of the target language. Teubert also stresses the importance of 

recurrence (which is so easily observed in large parallel corpora) in the 

automatic extraction of (established) translation units and their equivalents 

(2002: 209, 211).

3.7 Searching for Translation Units in a 

Parallel Corpus

Before attempting to show how parallel corpora can be used to  simultaneously 

isolate units of meaning and units of translation, it is perhaps advisable to 

recap on some of the basic assumptions made here: in line with the product-

oriented studies discussed above, translation units are understood here as 

mutually defi ning source/target text segments. In the absence of a reliable, 

non-fragmentary, method of isolating such units bilingually, however, the man-

ual search for units has to start monolingually – consistent with many of the 

NLP approaches mentioned above, and with Teubert (2002, 2004) and Kondo 

(2007) – but will shuttle backwards and forwards between source and target 

text, with the analyst refi ning judgements in the process. Given the product-

orientedness of the current study, units of translation will be approached pri-

marily as units of analysis, although this does not mean that the translation 

units we deal with do not have some kind of cognitive status. Taking cogni-

zance of the limitations of memory, theoretical claims made by scholars such 

as Malmkjær (1998) and Zhu (1999), and the empirical fi ndings of Huang and 

Wu (2009), we will assume that translation units, while not fi xed structurally, 

will not normally exceed clause or sentence rank. As has already been acknowl-

edged, however, there are cases where the current translation unit is analysed 

(and, we might presume, processed) taking into account other points in the 

source and target texts, in which case the text is considered to be the macro 

(translation) unit, following Bennett (1994).

In the following, we adopt Toury’s ‘no leftovers’ method for identifying 

problem/solution pairs, although with some differences. First, as indicated 

above, Toury is interested in more ‘problematic’ cases, but we are interested 

in identifying translation units whether or not problems can be unequivocally 

pinpointed. Secondly, Toury’s method applies to individual instances in indi-

vidual texts, while we are concerned to harness the potential of corpora to 

uncover groups of related instances across texts and translators.
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For this purpose we have elected to investigate, in the fi rst instance, a number 

of related phraseological units involving the common German preposition mit 
‘with’. This choice is not accidental: as Danielsson (2003: 117) has pointed out, 

relations between mid-frequency words and words of higher frequency – and the 

highest-frequency words are nearly all grammatical words, including determiners, 

pronouns, prepositions, and so on9 – ‘tend to bring out phraseological features’, 

which are of particular interest here. As Stubbs (2002: 235) puts it, ‘Grammatical 

words do not occur on their own: their function is to form larger units.’

We are interested in whether or not the extended units of meaning whose 

identifi cation is facilitated using corpus techniques coincide with translation 

units, although we note Teubert’s (2002) above-mentioned scepticism on this 

point. A caveat is called for here, however: it is commonly held that corpus-

based studies of lexis should be conducted on the basis of very large corpora; 

given enough evidence about lexical items, new, previously unrecorded pat-

terns become visible to linguists, and the value of the corpus seems indisput-

able. With a corpus as limited in size by today’s standards as GEPCOLT, which 

contains a mere one million words in each of German and English, we are less 

likely to uncover previously obscured patterns, to break new lexico-syntactic 

ground, as it were. Nevertheless, given that corpus-based translation studies is 

still at a stage where it is edging towards appropriate methodologies (see Baker 

2004), we may have to live with the fact that, in the course of proposing a new 

technique, we may not generate suffi cient data to be able to produce dramatic 

new evidence about translation in general. We should expect our techniques 

to suggest fruitful avenues for exploration of larger corpora, however. It is in 

this spirit that the analysis below is proffered.

3.7.1 The Mit Aller Kraft Pattern

A detailed profi le of mit is beyond the scope of this chapter. We will rather be 

interested in instances where mit shows strong phraseological tendencies, and 

an inspection of the concordance lines for mit suggests that this is the case 

where it co-occurs with forms of all ‘all’.10 There are 80 such co-occurrences 

in the corpus, but we will focus on a subset of those in Table 3.1,11 where mit 
all occurs in a circumstantial adjunct, most commonly mit aller Kraft ‘with all 

(one’s) might’ (11 instances) or its synonyms mit aller Gewalt (3), mit aller Macht 
(2) and mit aller Wucht (1).12

The phrases in Table 3.1, along with the extended mit aller Kraft und Empörung 

‘with all her might and indignation’ and the variant mit allen Kräften (plural 

form), as well as having a common semantics, share a common syntax, in which 

the fully infl ected determiner all is indicative of set phrases (Durrell 1991: 93). 

Two other variants are also attested in the corpus. In these cases there is extra 

pre-modifi cation of the head noun: an explicit possessive determiner and a classi-

fi er of Kraft appear in the phase, for example, mit aller ihrer Seelenkraft ‘with all her 
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mental power’ and mit allen meinen Geisteskräften ‘with all my mental power’. Such 

variations appear less commonly than do examples of the mit + infl ected all + 

Kraft/Gewalt/Macht/Wucht pattern, and will not be elaborated upon here.

Unsurprisingly, mit aller Kraft and its synonyms co-occur predominantly with 

verbs that denote a general expenditure of effort to achieve or resist something 

(e.g. versuchen to try, sich wehren gegen etw. to resist, vermeiden to avoid) or, more 

specifi cally, physical exertion or the use of extreme physical force (rennen to 

run, kämpfen to fi ght, stoßen to shove, in etw. treiben to drive into something, ein-
hauen to lash into, sich stemmen gegen to brace oneself against something, werfen 
to throw, erstechen to stab to death). Despite the small sample available to us 

here, a fairly clear picture emerges of the semantic ‘preferences’ (Sinclair 1996) 

of mit aller Kraft/Gewalt/Macht/Wucht.13 The predictability of co- occurrence of 

the adjunct with this class of verbs suggests that there is an element of prefab-

rication at work here, or at least that there is such compatibility between the 

adjunct and verbs in question that they are predisposed to co-occur.

If we analyse these co-occurrences as prefabricated units, or extended units 

of meaning, to use Sinclair’s term, the question arises as to whether these units 

of meaning also constitute units of translation. An inspection of the bilingual 

concordances in Table 3.2 shows that where the verb denotes the use of extreme 

physical force, the tendency is for the translator to use an adjunct based on ‘with 

all one’s might’. In instances where the more general verb versuchen ‘try’ is used, 

the translations include ‘as hard as they could’ and ‘with all her strength’.

One could thus surmise that the nature of the verb that co-occurs with the 

adjunct in question has a bearing on how that adjunct is translated, that is that 

the two are taken as a unit in translation, but the size of the sample investigated 

here (as well as the distribution of individual examples across texts) militates 

against any sort of conclusion. It also be argued, that in all of the examples cited, 

translation could just as easily be compositional, that is, each constituent (verb, 

adjunct) is translated in isolation from the others, or, indeed, that what happens 

is something between these extremes: the adjunct is translated in a separate move 

to the verb, but with the translation of the verb in mind. In the absence of the 

kind of detailed information about the translation/target text production process 

that the process-oriented studies addressed above can yield, translation products 

cannot reveal directly whether they were created in one or a series of ‘moves’.

What is clear, however, is that mit aller Kraft/Gewalt/Macht/Wucht cannot nor-

mally be translated without knowledge of the agent of the action concerned. 

Interpreted as a discrete entity, the German mit aller Kraft does not make explicit 

whose might is being brought to bear in a particular action. This information 

is, however, retrievable from the co-text: the agent whose force is being brought 

to bear is the same as that of the main verb. In English, this information must 

be made explicit through the use of a co-indexical determiner in front of the 

noun that translates Kraft or its synonyms, as illustrated in examples (2) and 

(3) below (where the superscripts indicate co-indexation/co-referentiality and 
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Table 3.2 mit all * selected concordances and translations in GEPCOLT

1. bier.de P1260 S8 Es war, als ob sie mit aller Gewalt versuchten, 

sich durch den Mund zu befreien.

bier.en P1260 It was as if they were trying as hard as they could to 

escape through his mouth.

2. zuern1.de P240 S1 Sie stößt mit dem Stuhl mit aller Gewalt 
gegen die Türe. Da erscheint die Wärterin – mit dem gleichen 

mitleidigen Gesicht – und führt sie in eine große, andere Zelle, 

worin sich nichts befi ndet.

zuern1.en P240 She beats the chair against the door with all her 
might, whereupon the warder appears with the same compassionate 

face and takes her to another cell, a large one which is completely 

empty.

3. zuern2.de P99 S5 Einmal hat sie in einer solchen 

unerträglichen Depression so lange Zeit im Bett gelegen, bis 

ihre Haut wund geworden ist und die Krankenschwester sie 

mit aller Gewalt dazu gebracht hat, aufzustehen und sich 

normal zu bewegen und zu beschäftigen.

zuern2.en P99 Once, during such an unbearable depression, she 

spent so long in bed that her skin became sore and the nurse had to 

force her physically to get up, walk about and occupy herself in a 

normal way. 

4. bier.de P951 S4 Sie versuchte mit aller Kraft, bei klarem 

Verstand zu bleiben. 

bier.en P951 She tried with all her strength to keep a clear head. 

5. hofmann.de P16 S4 Meist müssen wir ihn, ehe er uns hört, 

lange am Ärmel zupfen und ihn aus den Gedanken, in denen 

er steckt, mit aller Kraft herausziehen, doch selbst dann sagt 

er nicht viel. 

hofmann.en P16 Mostly, before he’ll listen to us, we have to tug for 

a long time at his sleeves and drag him with all our strength away 

from his thoughts, yet even then he doesn’t say much. 

6. jelinek2.de P159 S2 Wer sich diese Stopfnadel aus meinem 

Handarbeitszeug mit aller Kraft, und wenn ich sage Kraft, 

dann meine ich das auch, mitten in der Stunde unter den 

Fingernagel stößt, ohne dabei laut aufzuschrein, mit dem geh 

ich ins Bubenklosett, linke Kabine. 

jelinek2.en P159 If anyone will force this darning needle from my 

needlework kit under his fi ngernail during class without shouting 

out, and when I say full force I mean full, I’ll go to the boys’ toilet 

with him, the cubicle on the left. 

7. jelinek2.de P543 S3 Heute zieht Rainer ein 

Pfadfi nderfahrtenmesser, das eigentlich, seiner 

ursprünglichen Bestimmung nach, ein HJ-Fahrtendolch in 

Pension ist, und posiert mit aller Kraft wie auf Sophies 

Bruderfoto. 

jelinek2.en P543 Today, Rainer draws a boy scout’s knife (which was 

originally a Hitler Youth dagger and is now in retirement) and 

poses like the photo of Sophie’s brother as well as he’s able. 

Continued
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 8. jelinek2.de P756 S3 anschließend ersticht er die tote Schwester 

mit aller Kraft.
jelinek2.en P756 Next he stabs his dead sister with all his might. 

 9. kirchhof.de P1727 S2 Der Mann, der Kurt Lukas war, schien 

sein Messer mit aller Kraft in die Hündin zu treiben. 

kirchhof.en P1727 He seemed to be plunging his knife into the dog 

with all his might. 

10. loest.de P252 S7 Ein Mann rannte einen Weg entlang auf mich 

zu, rechts und links standen kahle Bäume vor dem Feld, der 

Mann rannte mit aller Kraft, das sah ich an den gewölbten 

Schultern. 

loest.en P252 A man was running along a path towards me, to right 

and left stood skeletal trees at the edge of the fi elds, the man was 

running for all he was worth – I could tell that from the hunch of 

his shoulders. 

11. ransmayr.de P704 S3 Wie immer und wie aus Angst vor der 

trügerischen Starre der Meereisdecke ziehen die Hunde mit 
aller Kraft nach der nächstgelegenen Küste, nach dem 

Gletscherabbruch im Norden; 

ransmayr.en P704 As always- as if they fear that the solid sheet of 

frozen sea is a trick – the dogs strain every muscle to pull toward 

the nearest coastline, the glacial wall to the north. 

12. wodin.de P624 S5 ich stürzte zurück ins Zimmer, riß die Decke 

vom zweiten Bett und legte sie über ihn, ich preßte seine 

Schultern gegen die Matratze, stemmte mich mit aller Kraft 
gegen seinen Amoklauf, 

wodin.en P624 <s>Dashing back into the room, I tore a blanket off 

the other bed and draped it over him, forced his shoulders down on 

the mattress, braced myself against his heaving body with all my 
might. 

13. zuern1.de P621 S3 Diese ‘Froschkönige’, diese im Lichte 

lebenden Embryo-Gesichter, scheinen mit aller Kraft von der 

Sonne angezogen zu werden, als könnte die Sonne etwas an 

dieser wie unterbrochenen Mensch-Werdung retten.

zuern1.en P621 These “frog kings,” these embryo-faces which live in 

the light, appear to be drawn by every fi bre of their being to the 

sun, as if the sun could rescue something of this seemingly 

interrupted process of growing up.

Table 3.2 Continued
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14. zuern1.de P499 S6 Sie wirft das hübsche, hölzerne Gestell, in 

dem die leeren Glas-Röhrchen auf ihr Blut warten, mit aller 
Kraft und Empörung auf den Fußboden und sieht mit Freude 

zu, wie das Glas zerbricht. 

zuern1.en P499 With all her might and indignation she knocks over 

the pretty wooden rack containing the empty glass tubes which are 

waiting for her blood, and looks on with joy as the glass shatters on 

the fl oor. 

15. kirchhof.de P75 S2 McEllis keuchte. <s>Er kämpfte mit allen 
Kräften, um diese Bergprüfung zu bestehen. 

kirchhof.en P75 McEllis was panting, striving with all his might to 

emerge victorious from this mountain trial. 

16. roth2.de P237 S32 Er wehrte sich zwar mit aller Macht 
dagegen, verurteilt zu werden, aber tief in seinem Inneren 

empfand er seine Verurteilung wie eine nachträgliche 

Rechtfertigung seines Lebens und die drohende Strafe als 

Buße dafür, was aus ihm geworden war. 

roth2.en P237 Although he resisted being convicted with all his 
might, deep inside he felt the conviction to be a belated justifi cation 

for his life and the imminent sentence as penance for what he had 

become. 

17. wodin.de P638 S6 <s>Und eines weiß ich ja doch mit letzter 

Sicherheit: um dieses Licht kämpft er, er kämpft um die 

Rückkehr in die Welt, er will nicht sterben, er wehrt sich mit 
aller Macht, mit der brachialen, elementaren Kraft seines 

Körpers, 

wodin.en P638 <s>Of one thing I was sure: he was fi ghting for the 

light, struggling to return to the world, reluctant to die, defending 

himself with all his might, with all the brute strength in his body. 

18. gold.de P108 S6 man hieb auf ihn von der Seite ein, mit aller 
Wucht, der Schmerz war so rasend, daß er größer schien als er 

selbst; <s>das Denken wurde aber trotzdem in ihm immer 

schneller: wenn man wüßte, wie weh das tut, würde man ihn 

nicht prügeln. 

gold.en P108 he was being lashed by someone at his side with the 
utmost weight and force, the pain was so scorching, it seemed 

bigger than himself, yet his thought worked all the more swiftly: if 

they only knew how much it hurt, they would stop whipping him. 
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the source of the example is indicated in parentheses), and in Table 3.3, which 

presents the translations of mit aller Kraft and so on in summary form.

2a.  Eri wehrte sich zwar mit aller Macht dagegen, verurteilt zu werden 

(roth2.de)

2b. Hei resisted being convicted with all hisi might (roth2.en)

3a. Siej stößt mit dem Stuhl mit aller Gewalt gegen die Türe (zuern1.doc)

3b. Shej beats the chair against the door with all herj might (zuern1.en)

Although four of the translations of the mit aller Kraft pattern, ‘as hard as 

they could’, ‘as well as he’s able’, ‘for all he was worth’, and ‘by every fi bre of 

their being’, depart from the ‘with all one’s might/strength’ pattern, they do 

share with the above examples the fact that they make explicit whose effort is 

being expended.

Applying Toury’s product-oriented ‘no leftovers’ principle, we can say 

that expressions such as ‘with all his might’ all contain the solution (with no 

 leftovers) to the problem posed by mit aller Kraft, but the source of part of the 

solution (i.e. knowledge of the agent) lies outside the problem itself, and here 

we have a case of the clause operating as the ‘macro-unit’.14

Note, however, that the German adverbial allows knowledge of the agent to 

remain vague as in example (4a), where the agent is the impersonal pronoun 

man:

4a. man hieb auf ihn von der Seite ein, mit aller Wucht (gold.de)

4b.  he was being lashed by someone at his side with the utmost weight and 

force (gold.en)

Table 3.3 Summary of translations of mit aller Gewalt/
Kraft/Macht/Wucht in GEPCOLT

mit aller Gewalt  1. as hard as they could

 2. with all her might

 3. *force

mit aller Kraft  4. with all her strength

 5. with all our strength

 6. *force/full force

 7. as well as he’s able

 8. with all his might

 9. with all his might

10. for all he was worth

11. *strain every muscle

12. with all my might

13. by every fi bre of their being

14. with all her might and indignation

mit allen Kräften 15. with all his might 

mit aller Macht 16. with all his might

17. with all his might

mit aller Wucht 18. with the utmost weight and force
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As is typical in the translation of such impersonal constructions from German 

into English, the translator uses a passive voice in English (as well as indicating 

a very vague human agent in ‘someone’). This syntactic fact helps to explain 

why the translator in this case did not use a conventional ‘with all his/her etc. 

might’ translation to translate mit aller Wucht. Given that a precise referent 

cannot be picked out as agent, the translator has to use an (unconventional) 

impersonal adjunct ‘with the utmost weight and force’, to obviate the need 

for a possessive determiner which would be co-referential with an explicit 

agent. Although this translation is less context dependent than more con-

ventional translations, it remains a one-off solution in GEPCOLT. We cannot 

assume that context independence correlates with frequency of occurrence. 

Sometimes context dependence is the norm.

Phrases like mit aller Kraft/Macht/Wucht make interesting test cases for 

Kraif’s (2003, and above) distinction between lexical correspondences and 

translational equivalents. The latter, we recall, are translation solutions that 

are highly context-dependent, one-off solutions that may involve semantic dis-

crepancies. Solutions like ‘with all his might’ and ‘with all her might’ are, as we 

have seen, highly dependent on context (or co-text), and semantically, they are 

more specifi c than the German phrase. They do, however, vary  systematically 
with the co-text/context, and thus cannot be seen as idiosyncratic, one-off 

solutions. Their conventional nature, despite internal variation, is supported 

by the fact that they fi nd their way into standard German–English bilingual 

dictionaries, where the variable one’s (mit aller Kraft = with all one’s might) acts 

as a placeholder for the appropriate possessive determiner which is, in turn, 

generated by the TL speaker/writer on the basis of his/her interpretation of 

the German ST. If a corpus-based approach to identifying units of transla-

tion on the basis of repeatedly observed correspondences between units in 

source and target texts is to be successful, it must also be able to cope with such 

paradigmatic variation (in the same way that Danielsson’s (2003) monolingual 

analysis of units of meaning can). Although repeated ‘clusters’ or ‘chains’ (see 

Kenny 2001: 43; Stubbs 2002; Baker 2004) of unvarying strings of tokens are 

also revealing, patterns, which enable some abstraction from the data, ulti-

mately can account for more data.

Another example from GEPCOLT demonstrates the usefulness of corpora 

in highlighting the recurrent patterns of the source language, and in identify-

ing extended units of meaning.

The concordances in Table 3.4 show 6 (out of 18) instances where the lem-

mas Auge ‘eye’ and aufreißen ‘to open wide’ collocate in GEPCOLT, namely 

those instances where aufgerissene/aufgerissenen appears as a pre-modifi er to 

the plural head noun Augen.

Given the monolingual evidence supplied in Table 3.4, we might surmise 

that mit weit aufgerissenen Augen is a kind of prefabricated phrase, where the 

expectancy of co-occurrence of weit with aufgerissenen Augen is so great that its 
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presence adds little extra meaning to the phrase. Two other contrastive facts 

support this analysis. First, as outlined in Kenny (2004: 342–3) ‘to open wide’ 

is the most common translation (i.e. used in fi ve out of ten cases) of aufreißen 

as a full verb (and without modifi cation by the adverb weit) in GEPCOLT. 

Secondly, and as suggested by the gloss given above, the ‘prototypical’ trans-

lation found for aufreißen in bilingual dictionaries is also ‘to open wide’. It 

appears then that aufreißen  already contains the meaning of weit, and that 

the presence of weit in the concordance lines above serves more to intensify 

the meaning of aufgerissen than to add any extra information. In other words, 

weit appears here to be delexicalized; its pragmatic function is more important 

than its semantic one. While we may accept that mit weit aufgerissenen Augen 
is a single unit of meaning, this does necessarily mean that it has a stable, 

unchanging translation in the target texts, akin to Kraif’s (2003) ‘lexical cor-

respondences’. Rather, as the examples in Table 3.5 demonstrate, translations 

are anything but stable on a formal level, and include: gawping eyes; gazing 

wide-eyed at all that was going on; with wide open eyes; open-eyed; in his wide 

open eyes; eyes popping out of her head.

Despite the variety in the translations of (mit/in seinen) weit aufgerissenen 
Augen, there is no evidence that translators have interpreted weit as adding 

extra semantic features if aufreißen  is already considered to imply the seman-

tic feature [+wide]. One other example in the corpus, however, points to a pos-

sible over-interpretation of the co-occurrence of weit and aufreißen:

5a.  Die Hühner . . . reißen ihre Augen weit auf und rühren sich nicht, weil 

Hühner sich beim Eierlegen nicht rühren können. (wodin.de)

5b.  The hens . . . open their eyes very wide and don’t move because hens can’t 

move while they’re laying. (wodin.en)

Here the translators have added the intensifi er ‘very’ to correspond, perhaps, 

to a perceived discrete element of meaning in the adverb weit. This example 

could thus be seen as an instance of over-translation, in Vinay and Darbelnet’s 

(1995: 16) understanding of the term as an instance where the translator sees 

‘two units when there is only one’. In Kenny (2004: 343), I argue that pro-

totypical translations, evidence for which is found in bilingual dictionaries 

Table 3.4 Concordance for aufgerissen* Augen in GEPCOLT

1. bscheulich aus. Sie hatten aufgerissene Augen und rote, emporstehende Haar 

2. en Punkt aus. Sie kam mit aufgerissenen Augen von einem Schrecken zurück, 

3. nden dann herum, mit weit aufgerissenen Augen, in besonders gepfl egten 

4. nblick erstarrt, mit weit aufgerissenen Augen; und dann ein Schrei aus der 

5. auens, das in seinen weit aufgerissenen Augen steht, ich rufe ihn, rufe 

6. Es war ein Mann mit weitaufgerissenen Augen, vermutlich ein abgestürzter 
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and parallel corpora, can point up instances of delexicalization in the source 

language. This in turn allows for extended units of meaning to be identifi ed 

in source texts, and the translations (prototypical and non-prototypical) of 

individual instances of such units to be investigated. In this way the analysis of 

units of translation and units of meaning proceeds in a reciprocal fashion.

3.8 Conclusions

In this chapter we have attempted to show how parallel corpora can be used to 

investigate units of translation. We started out by reviewing a good deal of the 

existing literature on translation units, in a bid to clarify the concepts relevant 

to our discussion. Having now approached the issue from the particular view-

point of corpus-based translation studies it is time to ask whether our discus-

sion has any implications for those basic concepts. A fi rst conclusion emerges 

Table 3.5 aufgerissen* Augen selected concordances and translations in 

GEPCOLT

1. zuern1.de P268 S2

Sie hatten aufgerissene Augen und 

rote, emporstehende Haare.

zuern1.en P268

They had gawping eyes and red hair 

which stood on end.

2. gold.de P193 S2

Einige von ihnen setzten einfach ihre 

Kinder im Heim ab, für ein paar Tage, 

die standen dann herum, mit weit 
aufgerissenen Augen, in besonders 

gepfl egten Kleidern. 

gold.en P193

Some simply left their children at the 

home for a few days, they would stand 

around, gazing wide-eyed at all that was 
going on, wearing particularly smart 

clothes. 

3. roth2.de P21 S3

Es war ein Mann mit weitaufgerissenen 
Augen, vermutlich ein abgestürzter 

Bergsteiger, der einen Pickel in der 

Rechten hielt. 

roth2.en P21

A man with wide open eyes, presumably a 

mountaineer who had fallen to his death, 

holding an ice pick in his right hand.

4. weller.de P2083 S3

Sie kam mit aufgerissenen Augen von 

einem Schrecken zurück,

weller.en P2083

She was returning open-eyed from a 

horror . . . 

5. wodin.de P160 S3

 . . . und ich sehe, was ich sehen will, den 

Ausdruck des tödlichen, über alles 

hinausgehenden Grauens in Ljudas 

Gesicht, einen Augenblick erstarrt, mit 
weit aufgerissenen Augen;

wodin.en P160

 . . . and I see what I wanted to see: a look 

of deathly, all-transcending terror on 

Lyuda’s face, frozen for an instant, eyes 
popping out of her head

6. wodin.de P635 S6

die Mauer des Grauens, das in seinen 
weit aufgerissenen Augen steht,

wodin.en P635

the wall of dread that loomed in his wide 
open eyes.
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from our discussion of the mit aller Kraft examples, namely that the solution to a 

problem posed by a discrete stretch of source text may be contained within the 

boundaries of a discrete stretch of target text, but some of the source of that 

solution may lie outside the problem part of the pair. In other words, the ST 

part of the coupled pair (often a translation ‘atom’) and the parts of the ST that 

must be kept in focus to arrive at a TT solution do not necessarily coincide. It is 

this fact that motivates the terminological distinction between ‘parts of coupled 

pairs’, ‘translation foci’, and ‘translation atoms’ in the fi rst place, and our dis-

cussion can be seen as lending empirical support to Bennett’s (1994) position 

in particular. A second conclusion has already been suggested above, namely 

that analyses based on repeated observations of syntagmatic units in source 

and target texts can be made more powerful if they allow for paradigmatic 

variation. Thirdly, it is hoped that even the meagre evidence provided in this 

chapter has shown that monolingual and comparative analyses can reinforce 

each other. But there lies the rub: given the relatively small size of the parallel 

corpus used in this study, and in translation studies in general, it is diffi cult to 

back up any claims with an abundance of empirical evidence. If this direction 

is to be pursued, researchers will have to either extend their corpora, or take 

their leads from monolingual research based on far larger sets of data.

Notes

 1 The research reported on here was funded by an Albert College Fellowship 

awarded by Dublin City University.
 2 In keeping with accepted practice in corpus linguistics, natural language pro-

cessing and corpus-based translation studies, ‘parallel corpus’ is used here to 

refer to a collection of source texts alongside their translations. GEPCOLT is 

described in detail in Kenny (2001).
 3 Cf. Zhu (1999: 433–4), who links discourse on translation units to the idea of 

‘absolute’ equivalence.
4 Cf. Huang and Wu’s (2009) study, in which 56 out of 65 professional translators 

surveyed reported that they translated ‘sentence by sentence’.
 5 Thus Jakobsen relates the number of segments in target text production under 

various conditions (e.g. with or without concurrent TAP) to the number of 

source text characters, to show, for example, that when translating with think 

aloud, subjects had an average of 7.49 segments per 100 ST characters, com-

pared to 5.15 without (2003: 90).
 6 A translation memory can be understood as a particular kind of parallel corpus.
 7 We will not elaborate here on the issue of co-selection of grammar and lexis, 

except to say that this is not a position unique to Sinclair. Hunston and Francis 

(2000) provide an overview of other relevant research. Cognitive approaches to 

grammar can also be based on the notion that grammatical constructions are 

symbolic, that is they carry some meaning, and this meaning is normally in con-

cert with the meanings of lexical items that are found in such constructions (see, 

for example, Stefanowitsch and Gries 2003).
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 8 Kondo (2007) relaxes this requirement somewhat by allowing repeated source 

text segments that have one predominant equivalent (i.e. in at least 85 per cent of 

cases the same translation is used) to be recognized as translation units.
 9 Mit is indeed one of the most common words in German. It occurs 8,911 times 

in the nearly one million words of German in GEPCOLT. It is thus the 15th most 

common type in the German side of the corpus, and the most common pre-

position. Although auf occurs 9,028 times and is the 14th most common type in 

the German corpus, an estimated 1,000 instances of this type are accounted for 

by separable prefi xes rather than prepositions. In fact, both mit and auf can 

occur as separable verbal prefi xes, and instances where they have become sepa-

rated from their respective verbs are homographic with prepositional mit and 

auf. Such instances of homography are not taken into account in the above sta-

tistics for mit, but their impact is minimal (a cursory inspection of concordance 

data suggests there are around 125 instances of separated prefi x mit, compared 

with 1,000 for auf).
10 We follow here the convention of using small capitals to denote lemmas, under-

stood to include all relevant infl ected forms.
11 The right-hand column in Table 3.1 indicates the fi le in GEPCOLT from which 

the example is taken. In subsequent bilingual Tables related fi lenames are used, 

so that debier.txt in Table 3.1 refers to the same fi le as bier.de in Table 3.2.
12 Table 3.1 excludes instances where mit is, for example, a strongly bound preposi-

tion, that is one required by its accompanying verb, or where all acts as a 

pronoun. It also excludes instances of mit allen Mitteln ‘with all means’ (four 

instances) and the related mit allen gesetzlichen Mitteln ‘with all legal means’, as 

well as the two fairly fi xed phrases mit aller Sorgfalt (one instance) and its syno-

nym mit aller Vorsicht (one instance) ‘with all (due) care’.
13 One of the main exceptions to this trend, the sentence fragment ‘[Rainer] posi-

ert mit aller Kraft wie auf Sophies Bruderfoto’ translated as ‘[Rainer] poses like 

the photo of Sophie’s brother as well as he’s able’, may be interpreted ironically, 

the incongruity caused by the juxtaposition of mit aller Kraft and the usually ano-

dyne verb posiert refl ecting the mismatch between Rainer’s goal and the effort 

he expends in achieving it.
14 Although Bennett (1994) describes the text, rather than local structures such as 

clauses, as the translation ‘macro-unit’.
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Chapter 4

Hardwiring Corpus-Based Translation Studies: 
Corpus Encoding

Federico Zanettin

In this chapter, I try to answer three main questions. The fi rst question is, ‘Do 

corpora for descriptive translation studies need encoding?’ I think they do, 

and I try to explain why. The second question is ‘What needs to be encoded?’ 

In order to answer this question, I propose a model consisting of multiple 

 layers of annotation. Finally, in response to a third question, ‘How to encode?’, 

I suggest the adoption of standards for electronic texts. In particular, I exam-

ine XML/TEI. I begin by providing some terminological background as to 

what is meant by corpora and encoding, and examine which types of corpora 

have been used in translation research in relation to corpus encoding. I focus 

on corpus-based research in descriptive translation studies, and consider the 

different stages involved in the creation of a corpus as a resource. I then in turn 

consider the why, what and how questions. Finally, I show examples of texts 

encoded using the XML/TEI standards. These examples are taken from the 

CEXI project, carried out between 2000 and 2004 at the School for Translators 

and Interpreters of the University of Bologna and aiming at the creation of a 

bidirectional parallel English–Italian corpus.

4.1 Corpora in Translation Research

First of all, corpus-based translation studies are not necessarily concerned with 

computers and electronic texts. One of the best known pieces of corpus-based 

research, that of Vanderauwera (1985), which relates to Dutch fi ction trans-

lated into English, is based on a carefully investigated corpus of printed vol-

umes. Translation teachers, as well as translation scholars, have compiled and 

studied collections of printed texts of various types, for instance collections of 

documents such as advertisements, technical and institutional texts produced 

in two different cultures under similar circumstances, known as ‘parallel texts’. 

A corpus can mean a heap of books or a pile of photocopies and cut-outs. More 
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Corpus

collection of electronic texts

collection of printed texts

(e.g. Vanderauwera 1985
parallel texts)

Figure 4.1 Printed vs. electronic corpus

Figure 4.2 Electronic text corpora

non-native electronic texts

Electronic corpus

native electronic texts

often than not, however, a corpus is taken to mean ‘a helluva lotta text stored 

in a computer in machine readable format’ (Leech 1992: 106).

This distinction may perhaps appear obvious but it is nonetheless import-

ant to stress that, ultimately, it is not the object of enquiry which is different 

but the methodology used for the investigation. What defi nes a corpus is fi rst 

of all the ‘principled way’ (Johansson 1995) in which a collection of texts was 

assembled. The electronic format makes it possible to study a corpus with dif-

ferent methodological tools.

A second distinction I would like to draw is that between native and non-

native electronic texts. By ‘native’ I mean electronic texts which were origin-

ally created to be read on a screen rather than printed on paper. On the other 

hand, many electronic corpora are digitized versions of printed texts, such as 

books and newspapers. In fact, the very fi rst corpora were thus created (e.g. 

the Brown Corpus, the Cobuild corpus, the BNC Corpus).1 There can also be 

mixed corpora, such as the ANC (American National Corpus).
I believe it is important to maintain the distinction between the two. If the 

medium is the message, native electronic texts are different in kind from non-

native electronic texts. For instance, the results of a study conducted within the 

ANC project, which compared written web material with other types of planned 

written discourse, suggest that ‘web texts’ can be thought of as a specifi c genre, 

more ‘cryptic and terse’ and consistently containing shorter paragraphs than 

comparable printed texts (Ide et al. 2002: 843–4). Indeed, it would be worth 

studying whether translations of native electronic texts differ (and if so on 

which counts) from translations for the printed medium.
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Still another type of corpora of interest for scholars in translation studies is 

corpora of interpreting data, that is, spoken corpora consisting of transcrip-

tions of audio or audiovisual data recorded during an interpreted event (see 

Setton 2003 on criteria for collection and analysis of simultaneous interpreting 

corpora). A number of additional problems are raised in the case of interpret-

ing corpora by the fact that we are dealing with oral rather than written data. 

Transcriptions, whether linked to audio(visual) recordings or not, are not 

only non-native texts, but also secondary data in themselves (see Leech et al. 

1995 on spoken corpora in general and Cencini and Aston 2003 on problems 

related to the encoding of interpreting data). In this chapter, I am primarily 

concerned with non-native electronic texts, that is, texts for which there exists 

a printed version (books, newspapers, etc.) which continues to exist alongside 

the electronic version.2

One more terminological clarifi cation is necessary. At this point, text encod-

ing should be understood as ‘a process whereby documents are transferred to 

an electronically searchable format for scholarly research’, adopting the broad 

defi nition of the Electronic Text Center of an American University Library 

(University of Nebraska-Lincoln).

4.2 Why Do Corpora Need Encoding?

In translation research, electronic corpora have been used by people working 

in three main areas:

1. Machine (assisted) translation

2. Translator training/education

3. Descriptive translation studies.

Issues related to encoding play a different role in each of these areas. For the 

Machine (assisted) Translation and NLP (Natural Language Processing) com-

munities, corpora are essentially parallel corpora, and much research has 

been concerned either with alignment techniques (i.e. ways to retrieve paired 

instances of translated + original segments) or with annotation schemes (i.e. 

ways to add computer-processable information to electronic text corpora). 

Alignment is essential for the purpose of mapping translation equivalent 

units, so as, for example, to automatically extract terminology or translation 

memory units from parallel corpora. Much effort has also gone into devising 

ways to attach meta-textual and metalinguistic information to texts, in order 

to increase automatic processability.

Applications include aligned parallel corpora, such as multilingual parlia-

ment proceedings (from the European and Canadian Parliament) or computer 

manuals (cf. for example: http://opus.lingfi l.uu.se/).3 Examples of the second 
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type of research efforts include TMX, which stands for Translation Memory 

eXchange and is a standard developed by the Localization Industry Standard 

Association (LISA) for storing and exchanging translation  memories created 

by computer-aided translation (CAT) tools and localization tools – and XCES, 

which stands for XML Corpus Encoding Standard and has been created in the 

provision of corpora to be used in language engineering and NLP (Ide et al. 

2000). XCES includes specifi cations for aligned data in parallel corpora.

Translation scholars and teachers may have little interest in delving into the 

intricacies of seemingly abstruse algorithms or programming languages, which 

in fact are the domain of language engineers. However, those who wish to use 

electronic resources in their research or teaching may wish to devote a little 

time to understanding the principles behind the technology, and the meth-

odological tools which can be used to create and analyse corpus resources, 

especially since language engineers seem to be more interested in devising 

schemes for processing the data, rather than in their analysis, and the task 

of creating a corpus for practical or descriptive purposes is usually left to the 

translator or the translation scholar.

In the area of translator education, practical experiments carried out with 

translation students usually involve fi rst-hand access to corpora, with two main 

purposes, terminology mining and target text writing.

As part of the wider picture of translator education, corpora have been used 

in the language learning classroom, taking advantage of research in second 

language pedagogy such as that exemplifi ed by data-driven learning (see, for 

example, Johns 1986; Aston 2001; Kettemann and Marko 2002). Corpora used 

in this context range from large linguistic corpora such as the BNC (see, for 

example, Stewart 2000) through rough and ready collections of internet docu-

ments, to the internet itself (see, for example, Zanettin 2002a).

The main concern is with the availability of data rather than with their for-

mat, and with the translation task at hand. The defi nition of corpus is rather 

loose, and researchers and teachers in this fi eld are usually not much interested 

in encoding standards and corpus building in general. Corpora are usually 

monolingual or bilingual comparable, much in the guise of time-honoured par-
allel texts. The texts included in these corpora are more often than not native 
electronic texts, for example, web pages and texts taken from CD-ROMs. They 

may differ extensively in terms of format: some are in plain-text, while others 

carry with them some form of meta-textual information, like web pages which 

are written in HTML, the HyperText Markup Language. Small corpora used 

in translator education tend to be a one-off resource, and they can be as easily 

discarded as they are created. The focus of users is usually on word and pattern 

searches, and meta-textual information, if present, is generally ignored.

The tools used to analyse these corpora can either be general purpose con-

cordancing programmes such as Wordsmith Tools (Scott 1996), Monoconc 

(Barlow 2000), Paraconc (Barlow 2002) and Multiconcord (Wools 1995), the 
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latter for parallel corpora, or custom-built software such as XAIRA for the BNC 

or the in-house software used for the COBUILD corpus or the Italian Coris/Codis 
Corpus (Rossini Favretti et al. 2002). The web can also be used as a very large cor-

pus with the aid of search engines such as Google and web concordancers such 

as KwicFinder (Fletcher 2004), Webcorp (Kilgarriff 2001) or Wordsmith Tools’ 

Webgetter utility, or as a source of corpora (Gatto 2009, Kilgarriff 2010).

Scholars in the third main area, the use of computerized corpora for theoreti-

cal and descriptive research, have been using a wide variety of types of corpora, 

monolingual and bilingual, comparable and parallel. Parallel corpora can be 

uni- or multidirectional, following a one-to-one model as in bilingual parallel 

corpora or a one-to-many model, as in multilingual or multi-target combina-

tions, the so called stars and diamond models (see Zanettin et al. 2003). The 

type and degree of encoding of these corpora differ as much as their design, 

ranging from plain text documents to heavily annotated corpora.

Very often corpora for descriptive research are carefully constructed over 

a period of time. Three main stages are involved in the creation of a corpus 

from printed source texts. The fi rst stage is that of corpus design, the defi n-

ition of a target population which the corpus aims at representing and the 

defi nition of criteria for the inclusion of and the description of texts. Once 

a decision has been reached on the design criteria, the acquisition (second) 

stage begins; text copies have to be located and copyright permission has to 

be obtained. The third stage, encoding, involves the transfer of source docu-

ments from paper to the electronic medium by means of typing or scanning. 

Texts acquired through OCR (Optical Character Recognition) software are 

then proofread and annotated. These three stages can be performed in cycles. 

Corpus design criteria may be modifi ed because of acquisition restrictions and 

opportunities, and different levels of encoding may be applied at different 

times.

In my view, creating electronic corpora from printed texts may be well worth 

the effort, provided that the resources created meet three main criteria:

1. Stability: Creating an electronic corpus for research purposes is usually a 

medium- or long-term project, involving teamwork and many diffi culties 

encountered along the way. The resources created may then well be a per-

manent asset and should be constructed according to sound criteria and 

principles. Ideally, these resources should be available to the wider research 

community. To this end it is essential to provide adequate documentation 

for the corpus and its contents. Stability also means that corpora should not 

depend on specifi c people or software.

2. Flexibility: Since the fi nal users of a corpus may be different from the 

 people who created it, a corpus should provide for the possibility of further 

elaborations and unexpected types of investigations. New users may want 

to build on existing data, for instance, adding linguistic annotation to plain 
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texts. Given the comparative nature of most corpus-based studies, research-

ers may want to use only selected parts of a corpus by creating sub-corpora, 

or use it in conjunction with other corpora. In order to re-use and exchange 

corpus resources, the adoption of common encoding standards would seem 

an advisable choice.

3. Accessibility: The advantages of electronic over paper corpora are that the 

former allow for larger-scale investigations, with more consistent results. 

However, results may vary depending on the nature of the data and the 

tools used to investigate them. Ideally, the data themselves should be 

openly available and accessible to researchers. I am aware that there may 

be copyright and other related problems, nonetheless being able to locate 

resources and knowing they share common encoding standards is a fi rst 

step to accessibility. Translation-driven corpora could be made accessible 

to the research community through a cataloguing system such as the Open 

Language Archives Community (OLAC). The OLAC is an international 

project aimed at creating ‘a worldwide virtual library of language resources’ 

(see OLAC website). The OLAC catalogues are accessible through the 

Linguist List website.

In any case, the why-question is a deceitful one, since all electronic texts are by 

defi nition encoded. A fi rst level of encoding is that of characters, and obvious as it 

may be, it is not something which should be taken lightly by translation scholars. 

Only recently have computers become capable of dealing with so-called minority 

languages, as ASCII is being replaced by Unicode.4 To make sense of the words, 

it is also necessary to know where these words come from, that is, to be able to 

recover documental information about the texts in a corpus. Minimally, all texts 

in a corpus are identifi ed, more or less explicitly, by fi le names. Often, some kind 

of description about the text (a ‘header’) is associated with a text fi le.

Secondly, encoding is analysing. It is not a matter of deciding whether or 

not to encode, but rather a matter of deciding what to encode and how. Corpus 

encoding may be regarded as making explicit one’s analysis of a text (at least 

a preliminary one). For instance, the extralinguistic information associated 

with a text may be crucial to the interpretation of the results.

Typically, a corpus created in relation to descriptive research will contain 

at least one translation component, as in monolingual comparable or bilin-

gual parallel corpora. Creating a corpus of translations is one way of defi n-

ing what translation is. Whereas a descriptive theory has it that a translation 

is ‘any target language text which is presented or regarded as such within 

the target system itself, on whatever grounds’ (Toury 1982: 27) when it is 

a question of pragmatic decisions about what to include in a corpus, the 

concept of translation seems to become one with fuzzy edges, maybe better 

explained in terms of prototype theory (Halverson 1998). The concept of 

translation is not stable through time. For some texts the translational status 
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may be debatable. As much information as possible about a translation and 

why it was regarded as such by the corpus compilers should be recorded and 

be retrievable.

4.3 What May Be Encoded?

The type of encoding I am referring to is the explicit annotation of a text by 

the corpus compiler or translation scholar. The issue of textual annotation is 

a hot one, and there are at least as many advocates of a ‘clean text’ policy as 

there are of annotated text. According to Tognini-Bonelli (2001), annotation 

imposes a pre-existing theory on corpus data. The results of investigations 

done using a theory-specifi c annotation system are bound to confi rm the the-

oretical framework in which they were conducted. Only by looking at clean 

texts, she argues, may we be able to discover new features of language. I would 

tend in principle to agree with this approach, but in my view, it is important 

not to rule out the possibility of sharing resources with those who hold a dif-

ferent view. The two different approaches may be compatible within a shared 

annotation framework. I should also stress that the controversy is about lin-

guistic annotation, not about annotation of any kind. I do not believe that 

anybody would object to the need to preserve extralinguistic and documental 

information in some structured way.

We may think of encoding as adding multiple layers of annotation. If a cor-

pus of translations is meant to be a stable resource the optimal solution would 

be to be able to add different layers of text encoding as the need arises.

At a fi rst level each electronic text may contain information about the 

text itself (meta-textual and extralinguistic information) and the text con-

tent, as plain text. A lot of fruitful investigations can be pursued using so 

called ‘plain text corpora’, by using information derived from word lists and 

keywords, by using collocational information and by conducting pattern 

searches for words or phrases with the help of a concordancer. However, 

other types of investigation may require further levels of encoding. This 

may regard both the language, as in complex pattern searches using Part-

of-Speech (POS) tagging, or other features of texts not directly recoverable 

from lexical content.

A second layer of annotation relates to paratextual and structural infor-

mation. Information about text structure concerns its subdivision into 

shorter units such as parts, chapters, paragraphs and sentences. As far as 

parallel corpora are concerned, aligning text pairs means, in fact, encoding 

segmentation units and creating bitextual correspondences between them. 

Alignment maps can be derived from parallel corpora with the aid of align-

ing software. Other elements which may be encoded are lists, headings and 

fi gures, as well as graphical features of the source printed text such as italics, 
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bold or quotes. Finally, all paratextual apparatus, which may be especially 

important in the case of translations, could be identifi ed as such. This would 

include features of translated text such as translator notes, glossaries and 

introductory remarks.

A third layer of annotation could be implemented through automatic or 

semi-automatic routines and taking advantage of research and tools in MAT 

and NLP. Some users may want to add linguistic information and cut up a text 

in shorter segments of language, up to every single word. They may want to 

attribute a label for part of speech to each word or analyse the syntactic struc-

ture of a text. In this case, a number of software tools are available for many 

languages, from POS taggers to syntactic parsers. Other features which could 

be encoded in a partly manual and partly automatic way include referring 

expressions (in order to study cohesion), names and direct discourse.

4.4 How to Encode?

In case anyone is attracted by the idea of using annotation to encode informa-

tion into a text, the real question becomes how to do so. The next few sections 

are rather more technical than the preceding sections, which is necessary in 

order to explain how a translation corpus could be usefully encoded. The 

fi rst answer to the how question is to adopt a standard. A viable solution for 

constructing stable, fl exible and accessible corpus resources for translation 

research and for corpus-based descriptive translation studies in particular may 

be the adoption of an XML TEI encoding framework.

4.4.1 Standards

While motivations for adopting standards are very general in scope (the 

 following arguments are adapted from XML manuals), they apply very nicely to 

the purposes of translation-driven corpora. The adoption of a standard makes 

the exchange of information more effi cient, for instance, by eliminating the 

need to re-key information. It also allows networking, that is, the sharing of 

resources within a community which adopts the same standard. If each corpus 

is constructed with its own rules and software, there is a risk that it becomes 

dependent on a specifi c software confi guration. Proprietary solutions tend to 

become obsolete quickly, while the adoption of a standard for encoding would 

help to prevent or at least delay corpus obsolescence. By adopting a common 

standard, corpus users may also end up with better software, and software 

 writers would be allowed to compete by adding value on top of interoperable 

core technologies rather than on incompatible ones.
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4.4.2 XML

XML means eXtensible Markup Language, and is a world-wide standard for 

distributed electronic texts. What XML does is to provide a common metalan-

guage by which electronic texts of all kinds can be stored, transmitted and dis-

played by different users, for example, on the internet. It does so by explicitly 

stating a set of instructions, which are enclosed in angle brackets in a format 

familiar to anybody who has seen the source of a web page. In what follows, I 

provide a very brief introduction to XML: for more detailed coverage of XML 

and related technologies, readers are referred to the chapter by Saturnino Luz 

(Chapter 5, this volume).

XML is a text-based annotation system, that is, data are stored in plain-text 

format and can be displayed in any text editor. As a consequence, it is freely 

available and accessible. It is extensible, that is, fl exible enough to change as 

needs change. Because of its modularity it allows for the reduction or expan-

sion of its building blocks. It is a cross-platform independent tool, meaning 

that it is designed to work on any kind of machine and operating system. And 

fi nally, it is becoming the standard mark-up language for internet applica-

tions. This aspect is crucial to the future of corpus-based translation studies: 

the possibility of working with online corpus resources could well increase the 

types and number of corpus-based studies.

According to a number of XML online tutorials, XML syntax is a piece of 

cake: the message to those who want to learn how XML works is ‘The syn-

tax rules of XML are very simple and very strict. The rules are very easy to 

learn, and very easy to use.’ The message to software writers and designers is: 

‘Because of this, creating software that can read and manipulate XML is very 

easy to do’ (http://www.w3schools.com/xml/xml_syntax.asp). A simple XML 

document may look like the one in Figure 4.3:

Meta-textual information is enclosed between angle brackets and is thus 

separated from textual content, which is here highlighted for better display. 

Each textual element is enclosed between a start and an end tag (with the 

same name as the start tag, but preceded by a slash sign), and all elements are 

arranged into a hierarchical structure nested inside a root element. In the fi rst 

line we can see an xml declaration which identifi es the xml document as such. 

Then we have two textual elements (title and paragraph) which are nested 

inside the <doc> element.

<?xml version=“1.0”?>
<doc>
 <title> This is the title</title>
 <p>Text</p>
</doc>

Figure 4.3 Simple XML document
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There are two possible types of XML documents: so-called well-formed XML 

documents are those which are conformant to XML syntax, as in the example 

above. XML per se, however, does not specify the content of the tags and the 

relationships between them. A valid XML document is instead defi ned as a 

well-formed XML document which conforms to a Document Type Defi nition 

(DTD), which is a set of instructions about how XML documents which belong 

to the same class (like texts in a corpus) should be interpreted by an XML 

application such as a web browser or a concordancer.

A DTD is common to a set of XML documents and makes them portable 

from one application to another. Often stored in a fi le external to the main 

XML document, the DTD states how a specifi c type of XML document is to 

be dealt with by a text processing software (this is the part where a language 

engineer is required).

XML applications can be quite complex, and a large number of DTDs have 

been written for such diverse applications as business-to-business and fi nan-

cial transactions, publishing and mathematics.

4.4.3 Text Encoding Initiative

The assumption is that any attempt at encoding a corpus of translations 

as a stable resource should be carried out in the XML framework. This 

would allow for general compatibility with text processing software, includ-

ing concordancers and web applications. The question then becomes what 

type of XML document a text in a translation corpus should be. The obvi-

ous answer would be to look at existing standard document types and see 

if there is anything available to suit a minimalist approach as well as to 

support deeper encoding. The guidelines for text encoding suggested by 

the Text Encoding Initiative (TEI), an international consortium which has 

produced a de facto standard for scholarly work with electronic texts, are the 

most apparent candidate. TEI documents are XML conformant (valid XML 

documents), and the TEI guidelines are designed to allow for encoding a 

wide range of texts. The TEI website lists 115 projects which have adopted 

the TEI guidelines. These include literary studies, manuscript studies, dic-

tionaries, language corpora and others. For example, within the corpus lin-

guistics community, TEI guidelines have been implemented in the British 
National Corpus and in XCES, the XML Corpus Encoding Standard already 

mentioned.5

TEI offers the corpus encoder a set of predefi ned tags for document elements 

and structural relations among them, providing a framework for the annotation 

of structured information in a header containing meta-textual information and 

in the text itself. A simple TEI document could be  represented as in Figure 4.4:
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After the XML declaration there follows a DTD declaration. A minimum 

of two elements are then required, a header (the electronic title page) and a 

text, each of which can contain further nested elements. A full version of such 

a document may look like Figure 4.5:

In this case the DTD is TEI Lite, that is a basic DTD which follows TEI guide-

lines giving specifi cations for most commonly used tags.

TEI has been opposed on the ground that it is too complicated and cum-

bersome to deal with by people interested in studying language or transla-

tion rather than in the workings of computers. In other words, the question 

is whether the possible advantages to be gained from annotating a text are 

outweighed by the time spent doing it.

Do researchers in translation studies need to be able to understand and 

write XML/TEI? To some extent, the answer is yes. That is, if one accepts 

that a basic understanding of XML may be a price to pay for the better 

processing and hence analysis of electronic texts, a price affordable by a 

corpus project wishing to create a stable resource for translation studies. 

Creating a corpus from printed texts involves a lengthy process of digitiz-

ing and proof-reading, as well as a laborious process of contacting authors 

and publishers to obtain copyright permissions. Annotation requires an 

additional effort, which can, however, be kept to a minimum but still allow 

for the adoption of a common standard. Only by making corpus resources 

public and agreeing on standards for their encoding will it be possible for 

more research to be replicated, fi ndings to be cross-checked, and evidence 

to be accumulated.

● XML declaration
● DTD declaration
 ○ Header
 ○ Text

Figure 4.4 A simple XML TEI document (simplifi ed version)

<?xml version=”1.0”?>
<!DOCTYPE TEI.2 PUBLIC “-//TEI//DTD TEI Lite XML” “teixlilte.dtd”>
<TEI.2 >
 <teiHeader>
Here goes the header
 </teiHeader>
 <text>
Here goes the text
 </text>
</TEI.2>

Figure 4.5 Simple XML TEI document (full version)
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While corpora designed for different purposes may require different degrees 

of encoding, all the texts composing any given corpus are likely to share a com-

mon layer of structural and meta-textual information. Adopting XML/TEI 

does not mean that all corpora have to be encoded to the same detail or using 

the same theoretical approach, and TEI seems to be fl exible enough to ensure 

that minimal encoding can be accomplished without too much effort during 

corpus creation.

Rather than learning a new language in full, it might be enough for transla-

tion scholars to learn the ropes. Simple instructions may be followed during text 

preparation, for example to add structural annotation to a text while proofread-

ing (see, for example, the guidelines for text preparation for the Portuguese–

English parallel corpus Compara, Frankenberg-Garcia and Santos 2003).

A second way of relating to a computer language is resorting to digital transla-

tors, that is user-friendly software which mediates between the corpus compiler 

and the encoding system. For instance, a simple template with obligatory and 

optional fi elds may be devised to put structured information into a text header.

In principle, an XML document can be created with any word processor, but 

it is true that software specifi cally designed to create TEI documents is scarce. 

Indeed, it has been argued that the shortage of TEI conformant tools may be 

the major hindrance to its becoming a more widely adopted standard. A num-

ber of XML authoring tools are also available, as are corpus tools for linguistic 

annotation for those interested in this layer of annotation. XML is a relatively 

recent development, so it is hoped that more XML/TEI text processing soft-

ware will be developed in the future.

4.5 Encoding CEXI

I would now like to discuss examples of XML/TEI conformant texts based on 

the encoding scheme devised for the CEXI project. The project envisaged the 

creation of a parallel bilingual and bidirectional Italian–English corpus con-

taining a selection of text (sample) pairs from books published mostly between 

1980 and 2000 (Bernardini 2002; Zanettin 2002a). The annotation scheme, 

which was tested on a few sample texts, involved the creation of a header and 

guidelines for basic text annotation.

4.5.1 The Header

The CEXI header was created following simple instructions from the TEI 

Lite manual (Burnard and Sperberg-McQueen 2002). A standard TEI Lite 

header contains four main parts or elements: fi le description, that is, a full 

 bibliographic description of the electronic fi le, which includes a title state-

ment, a publication statement and a source description element. The second 
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part is called encoding description and documents the relationship between 

the electronic fi le and its source, as well as taxonomies derived from design 

specifi cations. The third part, profi le description, contains information about 

the languages used in the text and a text class element which groups infor-

mation about the nature of the text in relation to the taxonomies adopted. 

The last part, revision description, is used to document any editorial changes 

made to the fi le at different times by different people; it is the history of the 

electronic text.

The example in Figure 4.6 is taken from the fi le description part of the TEI 

Lite header for a CEXI text. The text, which was the fi rst to be annotated, is 

the electronic version of Nadine Gordimer’s My Son’s Story. The structure of 

the fi le description should be self evident.

Figure 4.7 illustrates the encoding description part, and is taken from the 

same fi le. Descriptive labels for the CEXI classifi cation schemes are shown in 

bold.6 Texts can be either originals or translations, in English or in Italian, and 

belong to one of many categories within a broad distinction between imagina-

tive and informative texts. Here only categories for the imaginative domain 

are shown.

Translated texts can then also be classifi ed according to a taxonomy similar 

to that used for selecting sub-corpora from the Translational English Corpus 

(Baker 1999). The translation corpus taxonomy may include information about 

the translator (gender, status), the translated text, the source language(s), bib-

liographical information about the source text (title, author, date, etc.) and 

about the source text author.

The profi le description contains information about the languages used and 

the status of the text according to the classifi cation schemes adopted. As can be 

seen in Figure 4.8, the Italian translation of Nadine Gordimer’s novel has words 

in four languages, is a translation into Italian of an imaginative work, and so on. 

<fi leDesc>
 <titleStmt>
  <title>My Son’s Story: in machine-readable form</title>
  <author>Nadine Gordimer</author>
 </titleStmt>
 <sourceDesc>
  <bibl>
   <author>Nadine Gordimer</author>
   <title>My Son’s Story</title>
   <imprint>
    <pubPlace>London</pubPlace>
    <publisher>Penguin Books</publisher>
    <date>1991</date>
   </imprint>
  </bibl>
 </sourceDesc>
</fi leDesc>

Figure 4.6 CEXI header: fi le description
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● language usage
 ○ English
 ○ French
 ○ Afrikaans
 ○ Italian

● text class
 ○ class code (Italian/imaginative/translation/quality fi ction)
 ○  class code (information on translator (Franca Cavagnoli), 

translation, source text and source text author)

Figure 4.8 Profi le description information for Nadine Gordimer’s Storia di mio 
fi glio

<encodingDesc>
<projectDesc>
<p>See the project description in the corpus header for information about 
the CEXI project.</p>
</projectDesc>
<classDecl>
taxonomy id=“CEXIcodes”>
<category id=“source1”><catDesc>original</catDesc></category>
<category id=“source2”><catDesc>translation</catDesc></category>
<category id=“lang1”><catDesc>English</catDesc></category>
<category id=“lang2”><catDesc>Italian</catDesc></category>
<category id=“mdom1”><catDesc>imaginative</catDesc></category>
<category id=“mdom2”><catDesc>informative</catDesc></category>
<category id=“dom1”><catDesc>quality fi ction</catDesc></category>
<category id=“dom2”><catDesc>detective fi ction</catDesc></category>
<category id=“dom3”><catDesc>science fi ction</catDesc></category>
<category id=“dom4”><catDesc>romantic fi ction</catDesc></category>
<!–– other categories here ––>
</taxonomy>
</classDecl>
</encodingDesc>

Figure 4.7 CEXI header: encoding description

The last section of the header, the revision description part (not shown here), 

records editorial changes to the fi le.

4.5.2 The Text

The text itself can be annotated as follows (optional elements are shown in ital-

ics): within the main TEXT element there is an obligatory BODY element and 

optional front and end matter (introduction, glossaries, etc.). The body of a text 

can be further subdivided into one or more hierarchically lower levels, as in 

parts and chapters. Each major subdivision is marked by a DIV tag. Paragraphs 

and sentences can be marked-up semi-automatically, while part-of-speech tag-

ging can be carried out automatically using appropriate tools.
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Other types of textual annotation which can be routinely carried out as new 

texts added to a corpus are those relating to the annotation of direct speech 

(<q>quotation</q>), names (person, place, institution, other, e.g. <name 

type=“pers”> Benoni </name>), and distancing and emphasizing devices such 

as quotation marks and italics. Such graphical features can be interpreted and 

assigned to one of various categories such as <foreign> (when highlighting is 

taken to indicate that the highlighted text is a foreign word or expression), 

or <soCalled> (when highlighting indicates the author or narrator disclaims 

responsibility for the word or expression used).

A number of text analysis tools were tested during the lifetime of the pro-

ject. Wordsmith Tools was extremely useful for basic wordlists and statistics, 

and concordancing. A few text pairs were aligned (using different software) and 

ParaConc proved to be a very versatile tool for parallel concordancing. Some 

experimenting was also done with a preliminary version of Xaira, the XML ver-

sion of SARA, the software originally developed for use with the BNC. Xaira is a 

generic purpose tool for searching XML (TEI) corpora such as CEXI, and can 

function both as a standalone programme accessing local corpus fi les or as a cli-

ent accessing a remote corpus over the internet (Burnard and Dodds 2003).

4.5.3 Sample Searches

Xaira allows for the selection of sub-corpora using the information contained 

in the profi le description of the header, so it is possible to create a sub-corpus 

<TEXT>
 <frontMatter>
 here goes the front matter
 </frontMatter>
 <BODY>
  <DIV1>
   <DIV2>
    <P>
     <S>
      <W>
      here goes a word
      </W>
     </S>
    </P>
   </DIV2>
  </DIV1>
  <DIV1>
   . . .  . . . . 
  </DIV1>
 </BODY>
 <endMatter>
 here goes the end matter
 </endMatter>
</TEXT>

Figure 4.9 Text structure
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containing only texts translated into Italian and belonging to the quality fi c-

tion category, or only texts translated by the same translator. A search can 

be performed using the information contained in the tags, for instance, by 

searching for names, foreign words or expressions, translator’s notes, and so 

on. Information about the source of each concordance line is immediately 

available. The following examples (based on a sample of three full text pairs 

from the CEXI corpus) illustrate the types of investigations which can be per-

formed using Xaira.

Figure 4.10 shows part of the output of a concordance for words which were 

in italics in the source texts and were labelled as foreign words during anno-

tation. Most examples are from My Son’s Story, both from the English original 

and the Italian translation. It can be noticed, for instance, that the words griot 
and pietà were rendered in italics (and tagged as foreign) in the original text 

but not in the Italian translation. In contrast, the South African English words 

stoep and township were foreignized in the Italian translation.

Looking further at a concordance of pietà (Figure 4.11), we can see how the 

translator resorted to an explicitation strategy to compensate the loss of infor-

mation inherent in translating a word like pietà, which is also a general word 

meaning pity, into Italian.

Figure 4.10 A search for ‘foreign’ words
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Figure 4.11 A search for pietà in My Son’s Story/Storia di mio fi glio

By translating una moderna pietà (a modern pietà) the reference to the statue 

by the Italian sculptor Michelangelo is re-established. Finally, Figure 4.12 

shows the results of a search for translator’s footnotes, which in this text pro-

duces only one hit, a note explaining the meaning of the name Benoni.

It is interesting to note that in resorting to this translation strategy the trans-

lator has explained something which was already explained in the text, both in 

the original and in the translation, that is, that Benoni means ‘son of sorrow’/

fi glio del mio dolore (literally of ‘my sorrow’).

Figure 4.12 A search for footnotes in Storia di mio fi glio
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4.6 Conclusion

To sum up, it can be said that all texts in electronic format are encoded, and 

that annotation is but one part of corpus construction. Annotation helps creat-

ing stable, fl exible and accessible corpus resources for translation studies, and 

there seems to be very few choices between TEI/XML and not caring about 

encoding. The advantages of adopting the XML/TEI annotation framework 

can be recapitulated as follows:

It is a standard• 

It provides a sound scheme for annotating extralinguistic information• 

It can be partially implemented during text preparation• 

It can be partially automated• 

It follows a modular approach, and it is possible to build on existing anno-• 

tation, or ignore existing tags

It allows for a wider variety of investigations than plain text• 

It is the optimal solution for internet access to corpus resources.• 

Findings from corpus-based studies need to be based on cumulative 

 evidence, and hence resources and procedures of analysis need to share some 

degree of comparability, notwithstanding differences in their original research 

purposes and design. Such resources also need to be made accessible to the 

wider research community, allowing for the replication of fi ndings. In my view, 

corpus-based translation studies may benefi t from implementing a consistent 

policy of corpus encoding and by adopting encoding standards, and this can 

be done with relatively little effort.

Notes

1 See Francis and Kucera (1979) on the Brown corpus, Sinclair (1987) on the 

COBUILD corpus and Burnard (1995) on the British National Corpus.
2 When a printed text is converted into electronic format it begins a life of its own, 

and the distinguishing characteristics of source material in a corpus may blur in 

the sea of bites, that is, unless they are explicitly encoded into texts. The danger 

for the researcher is to loose sight of the original context of production and 

reception of a text.
3 Interest in the fi rst area is evidenced by publications and conferences such as 

Véronis (2000) or the HLT-NAACL 2003 Workshop Building and Using Parallel 
Texts: Data Driven Machine Translation and Beyond, 31 May 2003.

4 ASCII stands for American Standard Code for Information Interchange, a char-

acter set fi nalized in 1968 which accounted for 128 characters in Latin script. 
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Unicode is the new standard which provides in principle for millions of charac-

ters and scripts.
5 Language engineering standards such as XCES allow for applications in machine-

assisted translation.
6 Classifi cation schemes and other information common to all texts in a corpus 

actually only need to be contained in a general corpus header, and are repro-

duced here only for explanatory purposes.
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Chapter 5

Web-Based Corpus Software

Saturnino Luz

5.1 Introduction

What is a web-based corpus and what is web-based corpus software? The answer 

is, strictly speaking, that there is no such thing as web-based corpus software. 
However, one should not be discouraged by this rather negative assessment. 

In fact, if one examines the title closely, different bracketings of the phrase 

might suggest interesting possibilities. For example, if one chooses to write it 

as ‘(web-based corpus) software’, the emphasis falls on the idea of the World 

Wide Web as a large corpus. It is, however, a very chaotic one. It is chaotic in 

the sense that it is diffi cult for its users to account for and control the sort of 

phenomena such a large and dynamic repository might refl ect when explored, 

say, through an ordinary search engine. This makes the task of formulating 

and testing hypotheses extremely diffi cult. All sorts of ‘noise’ might creep in: 

there are texts written by native and non-native writers, computer-generated 

text (e.g. text resulting from the ubiquitous web-page translation services cur-

rently on offer), duplication, and other forms of text which do not conform to 

standard norms. Little, if anything, can be done to guarantee the quality or 

integrity of the data being used. Still, this chaotic, noisy environment can be 

of some use to the statistically minded (computational) linguist. To borrow an 

example from Manning and Schütze (1999), one could use the web to decide 

which of the following word sequences to treat as a language unit: ‘strong 

coffee’ or ‘powerful coffee’. A quick search reveals over 30,000 occurrences 

of ‘strong coffee’ against just over 400 occurrences of ‘powerful coffee’, thus 

indicating that the former forms a collocation pattern while the latter appar-

ently does not.

In contrast, should one wish to write ‘web-based corpus software’ as ‘web-

based (corpus software)’, the emphasis clearly falls on ‘corpus software’, of 

which web-based corpus software would simply be one type. In other words, 

one could simply regard the Web as the medium through which better con-

structed, human-designed corpora can be searched and studied by a large 
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community of geographically dispersed researchers. Many tools have undoubt-

edly been designed which do just that, including the Translational English 

Corpus (TEC) system (Luz and Baker 2000). The main shortcoming of this 

approach stems from the very fact that it is better defi ned. One of the attract-

ive aspects of the World Wide Web is that all stages of information exchange 

are distributed. That is, in principle, anyone can provide and access any data. 

Information consumers benefi t from a simple and intuitive access model 

(hypertext) and the widespread availability of web-browsing software on virtu-

ally all platforms. More importantly, all an information consumer who wishes 

to become an information provider needs to do is learn a few idioms of a simple 

mark-up language (HTML). By using more specialized tools, such as corpus 

servers and clients, this fl exibility is lost. And with fl exibility goes the dream of 

a massive (and therefore statistically attractive), self-maintained corpus.

This chapter presents and discusses recent advances in tools, technologies 

and standards which might enable the corpus research community to bring 

about the basics of an infrastructure for creating and sharing distributed, 

dynamic and widely accessible corpora. The end result may still be a far cry 

from the dream of using the entire web as an evolving corpus, but it will cer-

tainly advance the idea that implementing a world-wide web of corpora is feas-

ible, thus rendering moot the ambiguity in the title of this chapter. Since the 

above-mentioned infrastructure does not exist at present, we will necessarily 

have to focus on corpus software and tools that use the Web (or, more appro-

priately, the internet) as a communication medium. We start by presenting an 

overview of the technology involved, describe the model adopted by the TEC 

system to support remote access to a corpus of translated English, and fi nally 

discuss perspectives for future research in this area.

This overview of web technologies covers the main tools for data storage and 

mark-up, text indexing and retrieval, and the issue of distributed storage of 

corpora. It also addresses, though superfi cially, the issue of creating and main-

taining metadata, including storage and database management. The aspects 

of text indexing and retrieval covered include tokenization, data structures 

for indices and search. Ways of moving from storage of an individual corpus 

to distributed storage of collections of corpora, and the non-technical issue 

this entails, namely, copyright, are also discussed. These issues are illustrated 

through a case study: the Translational English Corpus (TEC) system. We end 

the chapter by presenting a vision for web-based corpus software: its overall 

architecture and development philosophy.

5.2 The Internet and Corpus Software

The internet technologies presented and discussed below have not been devel-

oped specifi cally to deal with corpora, or even text, though text comprises the 
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vast majority of data available on the internet. In what follows, we describe a 

selection of those technologies which have been found to be particularly use-

ful for text storage and retrieval in the Translational English Corpus (TEC) 

project, namely: mark-up languages, indexing techniques and the client-server 

architecture. This represents a large array of technologies which are covered 

only partially and superfi cially, as the contribution aims to give the reader 

a perspective of the bigger picture and the possibilities it suggests for cor-

pus research, rather than its details. References to the relevant literature are 

included in each section.

The TEC corpus is a collection of English texts translated from a wide 

variety of languages, both European and non-European, and is held at the 

University of Manchester (Baker 1999). It consists of four sub-corpora: fi ction, 

biography, news and in-fl ight magazines. The corpus is an expanding collec-

tion which contains more than ten million indexed words, and ‘headers’ which 

store a variety of extralinguistic data about each text in the collection (known 

as metadata).

Although the individual texts that make up TEC are not directly available 

in full, researchers can access them over the internet, and run different 

types of analyses on the corpus or selected subsets of it through a set of 

software tools available from the TEC website. These tools support standard 

corpus analysis functionality, such as concordancing, as well as functional-

ity specifi cally designed to allow translation researchers to explore differ-

ent hypotheses by constraining search parameters derived from metadata. 

Possible search modes include selection by source language, by translator, 

by author, gender, nationality, and so on. For examples of how this function-

ality can be used and a discussion of its signifi cance for translation studies 

see Baker (1999).

As a stochastic entity, the usefulness of a corpus is invariably dependent on 

its size and composition. Large amounts of text are needed if a corpus is to 

signifi cantly refl ect general language phenomena. For the sort of investiga-

tion carried out in corpus-based translation studies, where the corpus user is 

interested in discovering patterns inherent to a particular type of language, 

the constraints and mechanisms these patterns might refl ect and so on, care-

ful attention must be paid to text selection and documentation of extralinguis-

tic features that might have a bearing on the sort of phenomena of which the 

corpus is supposed to provide samples. Together with legal constraints such as 

the need to protect copyright, corpus size and composition concerns dictate 

the main requirements for the software infrastructure: it must provide means 

for effi cient physical storage and retrieval of data, and a loosely coupled, but 

secure and fi ne-grained database layout. The fi rst step towards meeting these 

requirements is to supply the corpus designer with a simple and fl exible way to 

annotate the data and encode metadata for further processing by other soft-

ware modules.
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5.3 A Brief Introduction to XML

A mark-up language is a collection of mechanisms that allow a corpus designer 

to annotate data with various forms of meta-information in a standardized 

and portable way. Probably the best known example of this kind of device is 

the hypertext mark-up language (HTML), which allows its users to specify text 

formatting and layout information. However, formatting mark-up languages 

such as HTML do not suffi ce for corpus annotation. In fact, different cor-

pora designed by different people are likely to require different sets of tags, 

depending on the sort of metadata their user communities require. What is 

needed in addition to a standard syntax for annotation is a way of specifying 

the vocabulary (i.e. tags), syntax and constraints of the annotation scheme 

itself. The standard generalized mark-up language (SGML) was the product 

of the fi rst comprehensive attempt to meet this need. SGML defi nes a set of 

simple, basic conventions (syntax) that should apply universally to all SGML-

annotated documents,1 and mechanisms for constraining this basic syntax so 

that it can be used in different contexts. Particular ways of constraining SGML 

syntax are known as SGML applications. HTML itself is an SGML application. 

Although the primary goal of SGML was standardization of document storage, 

its development was also greatly infl uenced by the goals of SGML application 

writers, namely: fl exibility and user-friendliness. The result was a complex for-

malism described in over 150 pages of an ISO standard (ISO8879, 1986). That 

complexity ended up working against the primary goal of user-friendliness. 

The success of a data storage standard depends on it being well supported 

by software libraries and tools. In the case of SGML, library and application 

developers often chose to support only those parts of the standard they found 

essential or useful for certain applications, thus effectively undermining docu-

ment portability.

The extensible mark-up language, XML, originated from an attempt to rem-

edy this situation. Its designers started from SGML and simplifi ed it by remov-

ing a number of exotic, rarely used features. XML is simple and fl exible in 

that it has no pre-defi ned set of tags. It provides a uniform means of encoding 

metadata which is easily interpretable by humans as well as machines. It has 

been widely adopted by industry and academia, and its development has been 

coordinated by the World-wide Web Consortium (Bray et al. 2006). A large 

number of software libraries and tools exist which support all aspects of XML 

parsing and validation in most programming languages.

XML documents can be encoded in plain text, or in a variety of (language) 

encoding standards. The default encoding is UTF-8, a Unicode standard that 

supports virtually every character and ideograph from the world’s languages. 

As with SGML, there is a basic (built-in) syntax which defi nes which documents 

(or text fragments) are well formed. This basic syntax can be constrained in a 

variety of ways, defi ning which documents are valid. Analogously to SGML, a 
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specifi c way of constraining basic XML syntax yields what is called an XML 
application. From a parsing perspective, well-formedness and validity are the most 

important concepts in XML. XML also provides mechanisms for incorporat-

ing a form of semantics for XML documents with respect to XML applications. 

In the following sections, we examine each of these aspects in some detail.

5.3.1 Well-Formed XML

The basic syntax to which all XML documents must conform consists of a 

small set of simple rules governing essentially: the placement of tags, which 

strings are allowed as element names, and how attributes should be attached 

to elements. XML tags are text strings enclosed by angle brackets. Figure 5.1 

shows two XML tags for author data: a begin tag and an end tag. This is a typ-

ical pattern in XML documents: annotated text appears between a begin tag 

and an end tag. Begin tags start with <. End tags start with </. In general, XML 

syntax is similar to HTML syntax. However, the following exceptions should 

be noted: in XML one is allowed to “invent” one’s own tag names, start tags 

must always be matched by end tags unless they are empty elements (as in <br/>), 

tags are case-sensitive (i.e. <author> is not the same as <Author>), and tag over-

lapping is not allowed.

XML documents can be represented as tree structures. Each XML document 

must have (and each XML application must defi ne) a unique root element of 

which all other elements are descendants. Figure 5.1 shows a well-formed XML 

document and its corresponding syntax tree.

The kind of XML encoding shown in Figure 5.1 is called data oriented. It 

resembles, in a way, the sort of structure one would fi nd in a database man-

agement system. XML is obviously also appropriate for annotation of ordinary 

text, in which the structure is implicit, or more loosely encoded. This encod-

ing style is often referred to as narrative-organized. The distinction, however, 

<author>

</author>

<name>
<first>Thomas</first>
<last>Bernhard</last>
</name>
<gender>male</gender>
<Nationality>German</Nationality>

author

gendername

first

Thomas Bernhard

last
male German

Nationality

Figure 5.1 A simple XML document represented as a tree
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is purely pragmatic. Note the presence, in Figure 5.2, of data-oriented elem-

ents (data and name) within the narrative-organized author element. In TEC, 

for instance, translated texts are encoded in a narrative-organized form, while 

the metadata encoding of its header fi les is data oriented.

5.3.2 Basic Syntax Rules

Angle bracket delimited tags such as the ones shown above form the basic 

units of XML markup. Pairs of tags and their contents are known as XML 

elements. XML elements can also have attributes. Attributes are name-value 

pairs attached to a begin tag, as shown in Example (1). An attribute name is 

separated from its values by an equals sign. Values must always be enclosed in 

single or double quotes.

(1) <author nationality=‘Irish’ sex=‘male’> Samuel Beckett </author>

The lexicon of an annotation scheme is the set of tokens which name its 

elements and attributes. In XML, the form these names can take is precisely 

defi ned by the following set of rules:

•  Names may contain any alphanumeric characters (and also non-Latin char-

acters and ideograms) as well as the following punctuation characters: ‘_’, 

‘-‘ and ‘.’.

•  White spaces and other punctuation characters are not allowed

•  Names may start only with letters (or ideograms), or the underscore 

character.

Because certain characters play special roles in XML documents, their 

print format needs to be escaped in certain contexts to avoid ambiguity. The 

‘less-than’ symbol (<), for instance, is always interpreted as a marker that 

an XML tag is about to appear. It must always be matched by a ‘greater-

than’ character (>). Therefore, a fragment such as <maths> 2 < x </maths> 

is not well-formed XML. In such contexts, one needs to replace the < char-

acter by a special symbol sequence. The symbol sequence &lt; serves this 

purpose. This syntax (& . . . ;) allows XML users and document designers 

<author>
The <Nationality>Irish</Nationality> writer <name> <fi rst>Samuel</fi rst>
<last>Beckett</last> </name> was born in <city>Dublin</city> in
<date><month>April</month> <year>1906</year></date>.
</author>

Figure 5.2 Narrative-organized XML fragment
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to specify any symbol. Symbols so defi ned are called entity references. The 

logical consequence of using the ampersand character to signal the begin-

ning of an entity reference is that the ampersand symbol itself will need to 

be escaped. Therefore we have &amp; as the entity reference corresponding 

to the ampersand character.

In addition to tags, angle brackets are used in XML to encode comments 

and processing instructions. Comments can be added to improve the legibil-

ity of the document, and are simply ignored by applications. Comments start 

with a <!– and end with a –> sequence. Example (2) shows an XML comment. 

Comments are not allowed inside other comments or inside tags.

(2)  <!– this is a comment –->

(3)  <?robots index=‘yes’ follow=‘no’?>

XML documents can pass processing instructions to other applications by 

enclosing them in tags of the following format: <? . . . ?>. An example of pro-

cessing instruction is shown in Example (3), which is actually used in websites 

to suggest appropriate behaviour to indexing ‘software robots’ like the ones 

used by most search engines.

Although comments and processing instructions are markup, they are 

not XML elements. Therefore they can appear anywhere in the document. 

An exception to this rule is the XML declaration, a processing instruction 

which declares a number of facts about the document for use by parsers and 

other applications. An XML declaration is not a compulsory part of an XML 

document. However, if it is added, it must be the fi rst string to appear in 

the document. Common attributes of XML declarations include: version, for 

backward and forward compatibility purposes, encoding (if none specifi ed, 

UTF-8 is assumed), and standalone, which tells the parser whether to look 

for an external document defi nition. A typical XML declaration is shown 

below:

(4) <?xml version=“1.0” encoding=“ISO-8859–1” standalone=“yes”?>

5.3.3 An Online XML Parser

Readers willing to follow a tutorial introduction to XML will fi nd a set of 

resources at http://ronaldo.cs.tcd.ie/tec/CTS_SouthAfrica03/. One of the 

resources available at the site is a simple, online XML parser. In order to use it, 

one needs a web browser and Java Web Start,2 which is available with all recent 

versions of the Java Run-time Environment. The data needed for all XML-

related exercises can be accessed through the website or downloaded directly 

in an archive fi le.3 Exercises covering well-formedness of XML documents can 
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be found in data/01/ (a directory created by decompressing the archive fi le). 

Descriptions of the exercises can be found in data/01/README.txt.

5.3.4 Document Type Defi nitions and XML Validation

In addition to the basic conventions described above, XML provides mech-

anisms to enable the syntax of an annotation scheme to be fully specifi ed. 

In TEC, for instance, two schemes have been defi ned: techeader, for encoding 

data about the corpus, including information about translations, translators, 

authors and so on, and tectext, which supports light annotation of the corpus 

itself in narrative-oriented style. Figure 5.3 shows a fragment of an actual TEC 

header fi le.

An XML application such as tectext or techeader can be defi ned through docu-

ment type defi nitions (DTD). DTDs provide a formalism that allows document 

designers to specify precisely which elements and entities may to appear in a 

document, their hierarchical relationships, and their admissible contents and 

attributes. The following are examples of constraints one can specify through 

DTDs: ‘a book must have an author’, ‘an author must have a fi rst and a last 

name, and optionally a middle name’, and so on.

Consider the DTD shown in Figure 5.4, for instance. Each line defi nes a valid 

XML element. The string !ELEMENT is a reserved word. It is followed by an 

element name (e.g. book) and a specifi cation of the element’s admissible chil-

dren in the XML tree. Children elements can simply be parsed non- annotated 

data (including entity references) or other XML elements. The former is spe-

cifi ed through the reserved word #PCDATA. In Figure 5.4, title has book as 

the parent element, and parsed data as children. Children can be specifi ed as 

sequences or choices, or combinations of these. Sequences are comma-separated 

lists of element names (and possibly #PCDATA), as in (title,author+,publisher?,

 <?xml version=“1.0” encoding=“ISO-8859–1” standalone=“no”?>
 <!DOCTYPE techeader SYSTEM “techeader.dtd”>
 <techeader>
 <title subcorpusid=“fi ction” fi lename=“fn000001.txt”>
 <subcorpus>fi ction</subcorpus>
 <collection>Restless Nights.</collection>
 </title>
 <section id=“fn000001.000”>
 <translator sexualOrientation=“heterosexual” gender=“male”>
 <name>Lawrence Venuti</name>
 <nationality description=“American”></nationality>
 <employment>Lecturer</employment>
 </translator>
  . . . 
 </section>
 </techeader>

Figure 5.3 TEC header fi le fragment using techeader.dtd
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note), where title, author, publisher and note must appear in the order speci-

fi ed by the declaration. Choices are represented by lists of elements separated 

by vertical bars, such as (#PCDATA|p), which specifi es that parsed data or <p/> 

tags (and possibly both, in any order) can appear as children. The number of 

children allowed is determined by special suffi xes appended to element names 

in the DTD: ‘?’ for zero or one occurrence, ‘*’ for zero or more occurrences, 

and ‘+’ for one or more occurrences. In the example below title must appear 

fi rst, followed by one or more author elements, possibly followed by a publisher 
and so on. One can also combine constraints by using parentheses. An elem-

ent name followed by XML reserved word ANY indicates that any (possibly 

mixed) content may appear as text tagged by this element.

Among the declarations in Figure 5.4 is one which specifi es the allowable 

values for the sex attribute of element author. This declaration is identifi ed by 

an ATTLIST token. The element author requires an attribute sex, which may 

take value ‘male’ or ‘ female’, but no other value. Supplying another value would 

cause a validating parser to signal an error. Attributes appear inside element 

tags. The following is a sample tectext tag which tells the user why a certain text 

fragment should be ignored by the indexer: <omit desc=‘picture’/>. Figure 5.5 

shows how this tag can be declared in a DTD.

An advantage of using attributes is that they allow contents to be more tightly 

constrained. The type of data acceptable as attribute values can be specifi ed 

through certain reserved words. DTDs also allow document designers to spe-

cify default values for attribute slots or restrictions on how such slots should 

be handled (e.g. whether values are required or optional, fi xed, defi ned as 

literals, etc.).

The user tells an XML parser how to validate a document by declaring the 

document to be of a certain type, as defi ned by a DTD. This is done through 

the DOCTYPE declaration, which provides a link between a document and its 

syntax specifi cation. TEC headers, for instance, declare their DTD as follows: 

<! DOCTYPE techeader SYSTEM ‘techeader.dtd’>. The word techeader indicates the 

document’s root element, and the string following reserved word SYSTEM 

indicates the location of the DTD. This could also be a fully specifi ed URL or, 

<!ELEMENT book (title,author+,publisher?,note*)>
<!ELEMENT title (#PCDATA)>
<!ELEMENT author (fname,mname?,lname)>
<!ATTLIST author sex (male|female) #REQUIRED>
<!ELEMENT publisher ANY>
<!ELEMENT fname (#PCDATA)>
<!ELEMENT mname (#PCDATA)>
<!ELEMENT lname (#PCDATA)>
<!ELEMENT note (#PCDATA|p)>
 <!ELEMENT p EMPTY>

Figure 5.4 A simple DTD
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in fact, any URI. An alternative to SYSTEM is PUBLIC, which is used for pub-

licly recognized DTDs, such as the DTD for the XML version of HTML.4

Despite the fact that they provide a simple and fl exible mechanism for defi n-

ing XML document syntax, DTDs have a number of limitations. First of all, 

there is a question of consistency. Although similar, DTD syntax isn’t really 

XML. Some consider this to be a serious drawback. In addition, many appli-

cations require more expressive ways of constraining document syntax than 

DTDs can provide. This prompted the development of competing XML docu-

ment specifi cation schemes. The most widely used alternative to DTDs is XML 

Schema, a formalism developed by the World Wide Web Consortium whose 

syntax is itself XML-compliant.5

5.4 Adding Some Semantics to an Annotation Scheme

An attractive aspect of using XML for corpus annotation is that, once anno-

tated, documents can be viewed from a variety of perspectives ranging from 

application needs to user tasks to corpus maintainer goals. Checking a text 

for well-formedness helps prevent typos and other simple annotation errors. 

Validating helps ensure consistency across the collection. Once these basic 

requirements are met, the user or maintainer can interpret the annotated text 

and benefi t from the corpus designer’s work in many ways. Although simple 

visual inspection of raw XML might provide the user with greater understand-

ing of the data, the main benefi t of a consistently annotated XML document 

derives from its amenability to processing by computers. Post-processing of 

annotated text may facilitate different levels of analysis. Annotation could be 

used, for instance, to control what should be indexed6 or displayed, how the 

text should be laid out for presentation on a web browser or formatted for 

printing and so on. Markup adds structure to text and ultimately enables appli-

cations to assign meaning to that structure. A general processing architecture 

for annotated data is shown in Figure 5.6. First the original is annotated, then 

the resulting document is checked for well-formedness and validity, and fi nally 

the valid document is transformed for presentation, storage in a database, 

<!ATTLIST omit

↓

declaration tag and
element name 

#REQUIRED>

↓

default

desc

↓

attribute
name

CDATA

↓

data
type

Figure 5.5 DTD declaration of a desc attribute for a tectext omit element
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data visualization, or whatever other application need the annotation scheme 

happens to support.

The semantics of a document structure can be defi ned in numerous ways. 

Some of them are quite ad hoc, such as the way TEC handles storage of meta-

data into an effi cient database system in order to speed up retrieval within sub-

corpora. Others, however, have been standardized, as they range over a large 

set of applications. These include formatting instructions, which prompted 

the development of CSS, a language for defi ning Cascading Style Sheets (Bos 

et al. 2009), as well as more powerful formalisms for specifying general docu-

ment transformations such as the Extensible Stylesheet Language (XSL) and 

its formatting counterparts (Clark 1999).

CSS is a simple and widely used language for formatting of XML-annotated 

text. CSS can also be used in conjunction with HTML documents, being sup-

ported by nearly all modern web browsers. Figure 5.7 illustrates how a CSS 

can be used in conjunction with an XML document to produce a formatting 

effect.

A CSS fi le consists of a list of elements followed by a list of style specifi ca-

tions to be applied to these elements. The most commonly defi ned properties 

include the display attribute, which specifi es the way an element should be 

laid out on the main document (as block, inline, list-item, table, or none), how 

elements are formatted inside a table (inline-table, table-row, table-column, 

table-cell etc.), and general lengths, such as font-size, border-width, width and 

height. There are many other properties (e.g. font style and colours) whose 

enumeration is outside the scope of this chapter.

In order to link an XML fi le with a given CSS one uses a specifi c processing 

instruction of the form <?xml-stylesheet type=‘text/css’ href=‘mystyle.css’?>, where the 

value of the href could have been any valid URI. If viewed on a CSS-compliant 

web browser, an XML text containing the above processing instruction will be 

formatted according to the rules specifi ed in mystyle.css.

Well-formed
XML
document

Valid
XML
document

Basic syntax,
parser

Validating
parser

DTD
Post-

processing

Presentation/
DB,
data exchange
etc

CSS
XSL

...

Figure 5.6 Overall XML processing architecture
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In corpus applications, CSS can be used for formatting concordance lines 

(i.e. with keywords aligned at the centre of the screen and contexts fl ushed left 

and right), for example. The tutorial website contains an exercise on creating 

a CSS fi le for formatting XML-annotated concordance lines.

XML semantics does not necessarily need to be implemented through style 

sheets or any standard language, for that matter. A common form of post-

processing of XML documents is storage and retrieval of elements in a database 

system. Since XML itself is not meant to be a database system, application-

 specifi c code is often used to load selected elements into a database manage-

ment system (DBMS) for effi cient access. The TEC system uses a native XML 

DBMS (Meier 2002) to store its metadata.

Should one wish to learn more about XML, there are many books on XML, 

ranging from short introductions to XML itself to comprehensive guides to 

XML-related technologies. XML in a Nutshell (Harold and Means 2004) is a 

good introductory book which manages to contain a reference guide to the 

main XML-related technologies. Less readable but more detailed are the offi -

cial W3C technical reports (Clark 1999; Clark and DeRose 1999; Bray et al. 

2006; Bos et al. 2009) which can be used as concise reference texts once one 

has mastered the basics of XML.

5.5 Text Indexing and Retrieval

In addition to markup standards, corpus software in general needs to be able 

to perform basic text indexing and retrieval functions. This section provides 

an introduction to the main issues in indexing and retrieval. As before, the 

contribution is set against a TEC backdrop, so the focus will be on the choices 

made in the implementation of the TEC system.

Text retrieval involves four of basic operations: tokenization, indexing, com-

pression and search. Tokenization, or lexical analysis consists of deciding what 

counts as a token (i.e. selecting strings for indexing). Indexing consists of stor-

ing information about where those tokens can be found. Compression aims 

at keeping indices within acceptable space bounds. Search is the basic oper-

ation on which corpus analysis tools such as concordancing and collocation 

Figure 5.7 XML fragment formatted as specifi ed by CSS rules

Sample XML source

The following
words <it>appear
in italics</it>

it {
font-style: italic
}

The following
words appear in
italics

Sample CSS rule Formatted text

+
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are built. The fi rst three operations are often performed offl ine, in a single 

step, while search is usually performed online.

5.5.1 Tokenization

As mentioned above, tokenization is the process of converting a stream of char-

acters into a stream of tokens (or words). At a higher level of abstraction one 

fi nds what is known as lexical analysis. The key question in tokenization is: what 

counts as a word delimiter? In English, for instance, the best candidates are 

blanks (including tabulation spaces, line breaks, etc.), hyphens and punctu-

ation characters. One might, in principle, defi ne a token as a string of characters 

delimited by those characters. In certain cases, however, this defi nition is inad-

equate. The hyphens in state-of-the-art separate out legitimate tokens, whereas 

the hyphen in B-52 does not. Punctuation characters can be equally deceptive, 

as in 360 B.C. A related issue is how to deal with capital letters. Should White as in 

The White House be indexed separately from white as in white cells? Sometimes cap-

italization provides valuable hints about collocation. The TEC system adopts the 

approach of preserving as much information as possible: hyphenated words are 

indexed both as individual words and as compounds, superfi cial lexical analysis 

rules out tokens such as B in the examples above, and case is preserved through 

the use of two separate indices (case-sensitive search is assumed by default). 

Figure 5.8 shows the overall layout of the inverted index used in TEC.

Tokenization is an essential phase of corpus processing and involves reading 

through the entire string of text and testing for pattern matches. Fortunately, 

the computational cost of performing tokenization is relatively low. Finite-state 

automata (FSA) can tokenize in linear time. Regular expressions provide con-

venient syntax for token matching which can be converted into suitable FSA. 

Regular expressions are well supported in modern programming languages. 

Interpreted languages such as Perl and Python provide built-in support for 

regular expression matching. Other languages such as Java, C, and C++ pro-

vide a variety of libraries for dealing with pattern matching.

Figure 5.8 Structure of case-preserving inverted indices in TEC
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A regular expression is a pattern that denotes a (possibly infi nite) class of 

strings to match. Basic regular expression syntax is very simple. Its atomic 

symbols are: e, which matches any character, and ε, which matches the empty 

string. In addition to ordinary atomic symbols, regular expressions can con-

tain suffi x operators, binary operators and parentheses. Suffi x operators quan-

tify over atomic symbols much in the same way as suffi x operators quantify 

over elements in DTDs (see Section 5.3.4). The suffi x operator * in e* denotes 

a sequence of zero or more characters e. All the other suffi x operators can 

be defi ned in terms of * (plus atomic symbols and binary operators). Binary 

operators | and, are also analogous to their counterparts in DTDs. Regular 

expression e1|e2 matches character e1 or character e2, while the expression 

e1,e2 matches character e1 immediately followed by character e2 (and is usually 

abbreviated as e1 e2). Parentheses are used for grouping sub-expressions.

The following simplifi cation might help illustrate the use of regular 

expressions. Imagine a language whose alphabet consists entirely of two 

letters: a and b, and in which white spaces are word separators. A regular 

expression for tokenizing texts written in this language could look like this: 

(a|b)(a|b)*_.

5.5.2 Indexing

In small corpora, it might be practical to use simple string or even regular 

expression matching to determine the exact occurrences of a query, typically a 

keyword. Although matching is reasonably fast, it is still not fast enough for use 

in real-time with larger corpora. Even for medium-sized corpora such as TEC 

one needs to use pre-compiled indices in order to attain an acceptable search 

speed. Pre-compiling an index simply means matching all possible keywords 

in advance (offl ine) and storing the results into a data structure that can be 

searched more effi ciently online.

Text indexing techniques have been extensively used in the area of 

Information Retrieval (IR). IR techniques can be straightforwardly adapted 

for use in corpus processing, and there are many indexing techniques on 

offer. Each has advantages and disadvantages. As with most applications, one’s 

choice of indexing technique for corpus processing will depend on the size 

of the database, search speed constraints, and availability of storage space. 

In what follows, we focus on our choice for the TEC corpus, inverted indices, 

and describe it in detail. However, we also say a few words about other com-

mon indexing strategies, with a view to contextualize this choice, and refer the 

interested reader to Baeza-Yates and Ribeiro-Neto (1999) for further details.

Generally speaking, indexing strategies differ according to the data struc-

tures they use. Inverted indices (also known as inverted fi les) are tables whose 

keys are words and whose values are lists of pointers to all positions in which 

the key occurs in the corpus. In suffi x tree and suffi x array indexing, each 
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position in the text is considered a suffi x. This facilitates search for phrases 

and longer text fragments as well as word prefi xes. Suffi x arrays and trees allow 

fast search but have heavy storage space requirements. Signature fi les, on the 

other hand, have much lower space requirements at the price of search speed. 

Signature fi les divide the text into blocks each of which is assigned a bit mask. 

Words are mapped to these bit masks by means of a hashing function. The bit 

map of a block is obtained by combining the signatures of all individual words 

in the block. Therefore, searching for a word consists in fi nding all blocks 

whose bit maps match the word’s signature and performing sequential search 

on them. Search time in signature fi les is high compared to inverted indices 

and suffi x trees. A comparison of the main indexing strategies is shown in 

Figure 5.9. The graph indicates that although inverted fi les do not exhibit 

the fastest performance, they represent a good compromise between space 

requirements and search speed.

In TEC, index construction is very simple: as the text is tokenized, the exact 

position of each token is recorded into a fi le (called the inverted index, or 

inverted fi le). Figure 5.10 shows a possible index fi le consisting of a table map-

ping words to lists of word positions.

Inverted indices are generally space-effi cient. Space required to store the 

vocabulary is rather small in comparison to corpus size. Heaps’ Law states that 

the size of the vocabulary grows sub-linearly on the size of the text.7 Storing 

the position of each word in the text, however, takes by far the most space and 

might cause space requirements to increase greatly if one is not careful. The 

Figure 5.9 Space and time complexity of most common indexing techniques, 

adapted from Baeza-Yates and Ribeiro-Neto (1999)
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number of positions to be stored is distributed according to Zipf’s Law. In its 

simplest formulation, Zipf’s Law states that the most frequent word occurs x 

times as frequently as the most frequent word. This pattern has been observed 

in TEC, whose word distribution curve is shown in Figure 5.11. As inverted 

indices consist of lists of integers each of which points to a position in the text, 

keeping space requirements within acceptable bounds implies fi nding an eco-

nomical way of storing such lists.

A number of index compression techniques exist. In TEC, we have opted for 

a simple but effective approach. Instead of storing absolute word positions, we 

simply store the position of the fi rst occurrence followed by offsets pointing 

to subsequent occurrences, as shown in Figure 5.12. This technique of storing 

relative rather than absolute values achieves a 57 per cent index size reduction 

for a 33,398-word fi le.

Each Word is analysed. The position of each word  . . . 

1 6 11 14 25 29 38 41 46

vocabulary  positions

each → 1, 44

word → 6, 46

is → 11

 . . . →  . . . 

Figure 5.10 Sample text fragment (top) and corresponding inverted fi le (bot-

tom). Numbers indicate word positions

Figure 5.11 Word distribution in TEC
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Because most of the search task (tokenization and indexing) is really per-

formed offl ine, searching for a keyword via inverted indices is usually fast. 

Actual performance varies depending on how the index is stored. If the index 

is simply stored as a list sorted in lexicographical order, it can be searched in 

binary mode which yields search time proportional to the size of the vocabu-

lary (i.e. O(log n)), where n is the number of words in the vocabulary. However, 

if indices are stored as hash tables or as tries very fast retrieval can be achieved. 

Search times drop to linear in the size of the word searched for (i.e. O(m), 

where m is the size of the word).

The TEC system stores its inverted index in hash tables. In fact, in order to 

optimize various kinds of queries the system builds a set of interrelated tables. 

Its index structure is shown in Figure 5.13. The system allows case-sensitive as 

well as case-insensitive search, so it creates separate entries for different forms 

Figure 5.12  Schematic representation of two indexing strategies: uncompressed 

index versus index compression used in TEC
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of a word with respect to the capital letters that occur in it (Figure 5.13 (a)) but 

also stores a canonical word form for case-insensitive searches (Figure 5.13 (b)). 

Tokens are primarily associated to the fi les in which they occur, so start positions 

are recorded for each fi le (Figure 5.13 (c)). Thus fi les can be easily removed or 

re-indexed if needed. Finally, the system stores a pre-compiled frequency list 

(Figure 5.13 (d)). This last table is redundant, as its content can be retrieved 

from the other three tables. However, being able to access frequency informa-

tion instantly enables the system to provide immediate feedback to the user on 

the progress of the search. This is an essential feature in web-based interfaces.

5.6 Data Storage and the Internet

The overall architecture of the internet is based on a client-server model. 

In this kind of model, data are stored in a central location (the server) and 

accessed through specialized software running on remote machines (the cli-

ents). This model exhibits two interesting features: it allows for resources to be 

distributed while preserving data integrity (as data are centrally maintained), 

and it allows for heterogeneity of access, as long as different clients agree to 

abide by the protocol implemented by the server.

Why are these features interesting for corpus users? First of all, the client-

server model helps overcome copyright issues. A great deal of material of 

interest to translation studies scholars is subjected to copyright restrictions.8 

Distributing large volumes of copyrighted material as an integral corpus would 

be very costly, if at all feasible. However, not all data need to be available in 

order for corpus research to be carried out. Corpus researchers are mostly 

interested in uncovering patterns, often aided by metadata, rather than sequen-

tial access to an entire text. The client-server model enables corpus maintain-

ers to restrict access to indirect retrieval of text fragments, thus protecting 

copyright. By removing this barrier, the client-server model facilitates sharing 

of resources among researchers, and might help provide the research commu-

nity with larger volumes and variety of data than has been available so far. In 

addition, using the Web as a distributed storage medium has other advantages, 

such as the existence and ubiquity of standards and ease of access.

On the other hand, the model also has potential disadvantages. The most 

conspicuous disadvantage is the fact that the performance of a web-based cor-

pus tool tends to be poor if compared to single-user tools. The speed of execu-

tion of a web-based client is directly affected by the bandwidth and latency of 

its communication channel to the server (the network bottleneck problem). 

Although the general trend is for network connections to become faster and 

more reliable, there is little corpus providers and developers of corpus clients 

can do to alleviate the network bottleneck problem. Another problem is the 

instability introduced by relying on a centralized server. If a server crashes, or 

has its network connection interrupted, all clients are affected.
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5.7 The TEC Browser: A Tutorial Introduction

The TEC browser can be started directly via the Web.9 If accessed through a 

web browser, the corpus browser will automatically detect and use the network 

settings of the web browser. Because the TEC system uses the same communi-

cation protocol as a standard web server, the browser can operate seamlessly 

across network security devices such as fi rewalls.

The main functionality of the TEC browser is the retrieval of concordances. 

Concordances are retrieved by entering a query on a search box. The gen-

eral format of a query expression accepted by the browser is the following: 

word_1(+([no_of_intervening_words])word_2 . . . ), where brackets denote optional 

items. The expression the+end, for example, will match all occurrences of the 

immediately followed by end. Note that if [no_of_intervening_words] is omitted, 

the system assumes it to be 0. So the+end is equivalent to the+[0]end. One can 

retrieve all concordances for the phrases the very end, the end and the wrong end 

simply by specifying the+[1]end as query expression.

In addition to word sequences and intervening words, the server also accepts 

‘wildcards’. Wildcard syntax allows the user to select word prefi xes by append-

ing an asterisk to the query. For example, typing in test* will retrieve all words 

which start with test, including test, testament testimony etc. Any word_n token 

in the query syntax expression described above can be replaced by a word or 

a wildcard. An expression such as a*+test* is a perfectly valid query which will 

return a test, acid test, about testing, a testament among other phrases. The same 

result could obviously be achieved by searching for, say, test* and sorting by 

the left context. This last strategy, however, would be less effi cient since all 

concordances would need to be transmitted to the client, and transmission 

delay is the main factor affecting the performance of the browser, as discussed 

above. Another factor that affects performance in searching for combined 

keywords is the choice of the primary keyword. The following example illus-

trates this point. Suppose one is interested in retrieving the expression the 
lonely heart. Although TEC contains a single instance of this phrase, the corpus 

contains over half a million occurrences of the article the, over 3,500 occur-

rences of the word heart, and about 30 occurrences of the word lonely. If one 

chooses the as the primary keyword, the system will have to read though over 

half a million word sequences in order to fi nd that single instance. Searching 

for heart would certainly improve things, but the best choice would be to take 

lonely as the primary keyword, as this would reduce the computation to at most 

30 comparisons. If a word sequence query such as the+lonely+heart is submitted, 

the system will automatically choose lonely as the primary key, thus minimiz-

ing search time. It is nearly always a good idea to submit a sequence query if a 

sequence of words is what one is after.

There are situations, however, in which one needs to be able to retrieve 

all concordances for a given word and then explore possible collocations. A 
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sorting function can be used to support this kind of exploration. TEC allows 

sorting by left and right contexts of various sizes. ‘Sort context’ pull-down 

menus located next to the sort buttons allow the user to specify how many 

words to the left or right of the keyword the list will be sorted by. Sort keywords 

appear highlighted by colour on the concordance list. One could, for instance, 

search for test, and then use sorting to group together occurrences of a test, 

acid test, the test etc. Once a concordance list has been downloaded, sort can 

be activated by the sort buttons. If one attempts to start sorting before down-

loading is complete, the system will ask whether the user wants to interrupt the 

download operation and truncate the concordance list. Although sorting is 

quite effi cient, approaching linear performance in certain cases, it illustrates 

one of the advantages of a distributed architecture: since sorting is done dir-

ectly on concordances, it can be entirely performed by the client (i.e. the cor-

pus browser), thus freeing the server to perform searches.

Search can also be constrained by selection of sub-corpora. We have seen 

above that the information in TEC header classifi es the various text fi les 

according to number of attributes of its authors, translators and so on. These 

attributes can also be used to defi ne sub-corpora. Since the original XML-

encoded metadata contained in the header fi les has been parsed and stored 

in a native XML database (Meier 2002), sub-corpus selection can be done 

through standard XPATH syntax. For example, the following query will select 

a sub-corpus containing texts written by Belgian or Brazilian men, and trans-

lated by either British or Canadian women10:

(5)  ($s/author/@gender=‘male’) and ($s/translator/@gender=‘female’) and

 ($s/author/nationality/@description=‘Belgian’ or

 $s/author/nationality/@description=‘Brazilian’) and

 ($s/translator/nationality/@description=‘British’ or

 $s/translator/nationality/@description=‘Canadian’)

The sub-corpora selection tool is activated via the ‘Options’ menu on the 

TEC browser menu bar. Choosing ‘Select sub-corpus . . . ’ brings up the selec-

tion tool. The sub-corpus selection tool is a window which contains a number 

of selection boxes representing metadata attributes and their possible range of 

values. This allows a form of sub-corpus selection by direct manipulation. For 

both authors and translators, the user can specify the author’s (or translator’s) 

name directly, or a combination of the following attributes: gender, nationality 

and sexual orientation. Selections are activated by highlighting the items on 

the selection boxes. Alternatively, the user can enter XPATH queries such as 

the one in Example (5) directly.

In addition to its core functionality of concordancing and sub-corpus selec-

tion, the TEC browser also supports Plug-ins. Plug-ins are tools that perform 

specifi c functions, building on the main functionality provided by the core 
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browser (GUI, network connection, concordancing, etc.). TEC has a few exter-

nal plug-ins which serves to illustrate the concept: a frequency list browser, 

a corpus descriptor and dynamic concordance visualization tool. Other TEC 

plug-ins currently under development include: selection by part-of-speech tags 

and collocation analysis.

5.8 A Vision of Web-Based Corpus Software

Before discussing the future of the TEC system and perspectives on the 

future of web-based corpus software in general we must make a few remarks 

on the current status of the software. The current TEC architecture employs 

the standard client-server model depicted in Figure 5.14. Whereas the basic 

functionality for corpus indexing and access is handled at the server side, 

the client handles not integral texts directly but concordances generated by 

the server. The client itself is implemented in a modular architecture that 

enables new functionality to be easily incorporated. The TEC client may also 

communicate with a standard web (HTTP) server for requests that involve 

direct retrieval of metadata. The reasons for splitting the server functional-

ity between a specialized concordance retrieval module and a generic con-

tent server are related to performance and security issues. The concordance 

server can perform more effi ciently if it is dedicated to retrieving concord-

ance data. Furthermore, having a dedicated concordancer makes it easier to 

Figure 5.14 The current architecture of the TEC system
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guarantee that copyrighted material will not be accidentally made available 

on the internet.

The TEC tools have been implemented in Java, as part of a suite of lan-

guage processing tools called modnlp. The client can run as a stand-alone pro-

gram, or over the Web using Java Web Start11 technology. The entire system 

has been developed as free software and is distributed under the GNU Public 

License (GPL12). Code, licence and documentation are available at the modnlp 

website.13

5.8.1 Processing Models and Web-Based Corpora

In computer science, the areas of parallel and distributed computing study 

ways in which processors can be combined in order to improve the effi -

ciency and fl exibility of a system. In computational terms, distribution can 

be achieved in two forms: distribution of data and distribution of processing 

power. One uses the expression data stream to refer to the fl ow of data from 

a processor to another, and analogously, processing stream when referring to 

the fl ow of instructions from a processor to another. There are four classes of 

(logically possible) architectures with respect to the distribution of computa-

tional resources: SISD (single instruction, single data streams), MIMD (mul-

tiple instruction, multiple data streams), SIMD (single instruction, multiple 

data streams) and MISD (multiple instruction, single data streams). Although 

these classes are primarily used as a taxonomy of computer hardware, at least 

the fi rst two of them are relevant to the way corpus software works.

While the model adopted by most single-user tools for corpus indexing is 

analogous to SISD, the TEC architecture depicted in Figure 5.14 can be con-

sidered as a MIMD architecture. A few differences must be noted, however. 

In MIMD architectures, subtasks are usually allocated different processors on 

the same (multiprocessor) machine. Coordination, data exchange and control 

therefore often relies on shared memory-based inter-process communication 

mechanisms. TEC processing tasks, on the other hand, will typically be allo-

cated to remote processors and communication will therefore use network-

based communication mechanisms and protocols (e.g. TCP/IP). For example, 

in the current system, while the server processor is occupied in retrieving con-

cordances and sending them across the internet to the various clients, each 

client might be displaying the concordances it has received, and placing other 

requests (e.g. metadata) to the server. This type of loosely coupled interaction 

is characteristic of distributed architectures.

In the context of our corpus-software application, we can perhaps establish a 

further distinction within the MIMD class: single-server versus multiple-server 

architectures. The current TEC system operates as a single-server architecture. 

The entire corpus is stored at a central location and manipulated by a single 
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processor. Although this kind of architecture helps improve access by remote 

users, it does little, if anything, to improve information providing. Different 

user groups that share an interest in corpus research have similar needs, some 

of which might be met by in-house resources (e.g. a small-scale corpus of trans-

lated text). Corpus research often involves analysing data from different source 

corpora. TEC users, for instance, use corpora like the BNC in order to compare 

language usage in translated and non-translated English. Ideally, it should be 

possible for diverse corpus sources to be pooled into a common framework 

for corpus processing. One might argue that such framework could be imple-

mented as a single-server model simply by using a large, centralized corpus. 

However, copyright issues and other practical constraints present problems 

for centralized models. An alternative approach would be to develop a uni-

form interface that would mask the complexities and physical locations of vari-

ous, heterogeneous services, as suggested by Sharoff (2006). However, such an 

approach would still require centralized management and manual updating.

Arguably, the essence of a multiple-server approach to corpus processing is to 

enable geographically distributed research groups to build smaller-scale corpora 

and share them through their own servers, on their own terms. Clients would 

then be able to discover and query selected servers, and autonomously combine 

the resulting responses into a coherent presentation. Some progress has been 

made towards automating this process of service description and discovery in 

the area of service-oriented computing (Papazoglou et al. 2008) but tools to 

enable easy sharing of language resources in this manner are still scarce.

A typical usage scenario for this improved architecture would involve the 

client selecting a set of corpora to be searched and broadcasting queries to 

selected corpus servers, each server evaluating the query (independently and in 

parallel), and the client receiving and combining the results from each server 

into a fi nal result to be displayed to the user. An extension of the current archi-

tecture of the TEC system to implement this scenario is shown in Figure 5.15.

5.8.2 Challenges

The key challenges to truly distributed web-based corpus software are corpus 

selection and server capability description.

Corpus discovery and selection can be framed in the context of over a dec-

ade of efforts aimed at encoding metadata. These efforts range from language-

specifi c standards such as the ones promoted by the Text Encoding Initiative 

(Ide and Veronis 1995) to more ambitious proposals (e.g. Zanettin, this vol-

ume, Chapter 4). The issues involved are essentially how to encode metadata 

and what information to encode. Although some progress has been made 

regarding the former, the latter is still very much an open problem. The devel-

opment of credible standards such as XML helps solve the problem of how to 
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encode metadata so as to allow interoperability of different applications. New 

XML-based standards are being developed which aim to do the same at the 

semantic level. What is less clear is how this semantically structured informa-

tion can be used. A typical dilemma of metadata encoding concerns determin-

ing how strict its semantics should be. If the semantics is too restrictive, it will 

yield over-specifi c metadata. If it’s too lax, it will make it diffi cult for software 

clients to handle the potentially large variety of metadata created by the vari-

ous servers.

Solutions to these problems might well have to be domain-specifi c. In the 

domain of translation studies, for instance, one could aim to defi ne an exten-

sible but minimal set of metadata items relevant to the community of corpus 

users and build basic software functionality around it.

Describing operational capabilities of servers is an issue that appears to 

have received considerably less attention from web researchers and language 

resources organizations. This is perhaps due to the fact that it is generally 

assumed that the sole function of a server of language resources is to make such 

resources available to its users, via the web or by other means of distribution. 

However, a quick look at the TEC server’s processing capabilities described 

above suffi ces to reveal that this assumption is inadequate. In order to func-

tion properly, clients might need access to details such as whether the server 
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supports case-sensitive search, what exactly it considers as a token, whether it 

supports search by part-of-speech tags, and numerous other features. Flexible, 

loosely coupled distribution of corpora and corpus software cannot be achieved 

unless it is supported by reliable capability description mechanisms. Emerging 

technologies such as multi-agent systems and peer-to-peer computing might 

play an important role in bringing about these mechanisms.

5.9 Conclusion

Although there are still many obstacles to the implementation of a model for 

the processing of distributed corpora as a complement to existing systems for 

distributed processing of corpora, recent developments in the areas of anno-

tation standards and internet technologies suggest that this goal is achievable. 

This chapter has described several technologies currently used in web-based 

applications which might help bring this to fruition.

Notes

 1 The term document has in this chapter, as in the SGML/XML literature, the con-

notation of a unit of data which is often, though not necessarily, of a textual 

nature.
 2 http://java.sun.com/products/javawebstart/
 3 http://ronaldo.cs.tcd.ie/tec/CTS_SouthAfrica03/data.tgz
 4 <!DOCTYPE html PUBLIC ‘-//W3C//DTD XHTML 1.0 Strict//EN’ ‘http://

www.w3.org/TR/xhtml1/DTD/xhtml1-strict.dtd’>
 5 See http://www.w3.org/XML/Schema for details.
 6 As in TEC, where omit tags are used to inhibit indexing of non-translated mater-

ial which would otherwise contaminate the corpus.
 7 In other words, vocabulary size v = O(nβ), where 0<β<1 and n = text size.
 8 TEC, for instance, consists largely of translated fi ction and biographies, all of 

which is copyrighted material.
 9 http://ronaldo.cs.tcd.ie/tec2/jnlp/
10 The XQUERY selection statement is automatically added by the browser.
11 http://java.sun.com/products/javawebstart
12 http://www.gnu.org/
13 http://modnlp.berlios.de/
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Chapter 6

Lexical Priming and Translation

Michael Hoey

In this chapter I outline some suggestions for a new theory of lexis and lan-

guage, and to consider how this might impact on translation and translation 

theory. The theory has been described in more detail in Hoey (2003, 2004a, 

2004b, 2006, and most comprehensively in 2005a) and is here presented as 

briefl y as is compatible with clarity. My suggestions in the area of translation 

will be tentative rather than confi dent, and will take two forms. First, I will 

look at a tiny piece of actual translation by amateurs, and then I will generalize 

to the role of translation in promoting or inhibiting linguistic imperialism.

6.1 The Notion of Lexical Priming

Traditional theories of language have worked on the assumption that every 

language has a grammar and a lexicon which are described as operating on 

each other in complex (or sometimes alarmingly simple) ways. The lexicon is 

represented in a variety of ways but usually amounts to a discrete set of words 

which can be added to in a range of ways and can be organized as a list (e.g. as 

a dictionary) or in terms of perceived sense relations (e.g. as a thesaurus). This 

view of lexis is supported by the way in which lexical facts are usually reported. 

We have dictionaries, lexicons and thesauri, compilations of words in lists and 

columns. Words are allowed history (etymology), they are assigned meaning(s), 

their pronunciations (idealized from many accents and without account being 

taken of context) are provided, they are assigned to one or more grammatical 

classes (though their behaviour in syntactic strings is not usually commented 

on) and selected idiomatic expressions are singled out, though these are rarely 

comprehensive. Words are considered so separate from grammar that they are 

played with in grammar-independent ways, as in crosswords, anagrams and 

word-searches (see, for example, Eckler 1996).

Grammars, on the other hand, are usually represented as complex, 

abstract and largely coherent (as opposed to lexis, which is represented as 



154 Corpus-Based Translation Studies

simple, specifi c and largely unorganized). Grammars provide statements 

about  syntactic  distribution, legislate on the borders between grammatical 

and ungrammatical, and talk about the conditions of operation and uses of 

grammatical words. They use ordinary lexis with no concern for its selection 

– lexis is only there to illustrate the operation of some grammatical rule or 

 pattern – and most lexical items are neither used in illustration nor mentioned 

as having an effect, apart from when awkward exceptions are being handled.

Recent years have seen an increasing number of models of language for 

which the generalizations just given would be inadequate (e.g. Hunston and 

Francis 2000; Goldberg 1995, and Sinclair 2004 to name only a few). Some 

advanced learners’ dictionaries (e.g. Macmillan’s English Dictionary 2002) have 

detailed sections on the grammatical behaviour of certain lexical items, and 

some practical grammars (e.g. Biber et al. 1999; Francis et al. 1996, 1998) take 

care to link their grammatical claims to specifi c lexical items rather than to 

any old lexis. Overall though, my sweeping account does not travesty, I think, 

the majority of current theories.

Translation research has concerned itself more with lexis than has linguis-

tics in general and has often looked at grammatical implications in conjunc-

tion with lexical choice, but even in such research the division between lexis 

and grammar has in general been implicitly maintained.

I want to argue that a new perspective is demanded by the evidence we now 

have of the nature of language. In particular, the problem with these theories 

is that they do not take suffi ciently seriously the challenge posed by ‘colloca-

tion’, the phenomenon whereby words, with varying degrees of arbitrariness, 

co-occur more often than would be explicable in terms of their distribution 

across the language. As we shall see, collocation taken seriously proves very 

subversive of traditional linguistic positions.

In several papers (Hoey 2003, 2006) and also in Hoey (2005a), I have consid-

ered in some detail the following sentence by Bill Bryson: In winter Hammerfest 
is a thirty-hour ride by bus from Oslo, though why anyone would want to go there in 
winter is a question worth considering.

In this sentence, which begins Bill Bryson’s book Neither Here Nor There, the 

words in and winter, hour and ride, ride and by, ride and bus, and ride and from, 
though and why, why and anyone, anyone and would, would and want, want and 

to, want and go, go and there, and worth and considering are all instances of pairs 

of words that collocate. Furthermore, of course, the collocations group – hour 
ride from, why anyone would and want to go are obvious instances. The case made 

by Sinclair (1991) and others, that when we construct our sentences we do not 

begin from scratch – choosing grammatical structures for the words we have 

chosen or words for the grammatical structures we have chosen – but select 

strings of inter-collocating words as a largely single choice, seems compelling.

The problem that collocation poses is not merely that the lexical choice is 

syntagmatic as well as paradigmatic. It is that the very existence of collocation 
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needs to be explained. If traditional theories of language and the mind are to 

be believed, there is no sensible explanation for its existence. If words are the 

last choices to be made, or are the bits of language that get mapped onto the 

syntactic structure, or belong to a different mode or dimension, then colloca-

tions should not exist. The fact, though, is that without the least hesitation we 

routinely make use of largely arbitrary collocations, from which it follows that 

the collocation in question must be stored in a manner that makes it ready for 

immediate use. In other words, the brain must be storing language in a man-

ner analogous to (though obviously not identical to) the way a concordance 

represents language. If it was the case that the language we heard was almost 

immediately decomposed into semantic abstractions, it would be a matter of 

truly incredible coincidence that collocations ever occurred, except where 

they transparently refl ected some real world relation.

In accordance with the need to account for the existence of collocations, I 

claim that when we encounter language we store it much as we receive it, at 

least some of the time, and that repeated encounters with a word (or syllable or 

group of words) in a particular textual and social context, and in association 

with a particular genre or domain, prime us to associate that word (or syllable 

or group of words) with that context and that genre or domain. Each use we 

make of the word (etc.) and each new encounter with it either has the effect 

of reinforcing the priming or, if the new encounter does not conform to our 

previous experiences of the piece of language in question, weakens it. So when 

we repeatedly read the word winter in travel writing in the immediate context 

of in (as opposed to over, through or within), the experiences prime us to expect 

it in such a context and ultimately to reproduce the combination, especially if 

we write or talk about travel.

It follows that collocations are not a permanent feature of the word (etc.). 

They may well drift in the course of an individual’s lifetime. If they do, and 

to the extent that they do, the word (etc.) will drift slightly in meaning and/

or function or in terms of the social context, genre and/or domain in which 

it typically occurs. Drifts in the primings of a community of speakers are the 

engine of language change.

In any case, collocational priming is sensitive to the social context, the inter-

personal context, the domain, the genre and other kinds of context. Thus 

shut may be primed for a particular language user to occur with up in a family 

context and to be uttered by friends or family members in casual conversa-

tion. It is unlikely to be primed in such a way as a result of the language user’s 

encounters with shut in committee meetings. If it is primed at all in such a 

context, it is likely to be in contexts such as shut the door, an open and shut case 
and shut down.

If we accept these positions, and my challenge to the linguistics and psych-

ology communities is to come up with alternative explanations if mine do not 

seem satisfactory, we can see just how subversive collocation actually is.
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The priming does not stop at collocation. As a result of our repeated encoun-

ters with a word or phrase, we can also become primed to associate it with a 

particular semantic set. In the Bill Bryson sentence, the word hour happens to 

occur with thirty but it is quite possible that our encounters with hour will not 

have primed us to expect thirty in conjunction with hour –  such encounters 

may well, however, have primed us to expect hour to occur with a number, and 

thirty would therefore be understood as a member of the expected semantic 

set. Likewise the two words ride by may well for many readers not be primed 

to co-occur with bus, but previous encounters with words or phrases such as 

train or four wheel drive vehicle may well have primed us to expect a vehicle of 

some kind. (Notice that priming is a personal experience, being the result 

of a unique set of encounters with the word (etc.); it can therefore never be 

automatically assumed that every speaker will be primed in the same way – it 

is necessary always to say, in advance of the evidence, that someone may well be 
primed rather than s/he will be primed.)

The examples given in the previous paragraph are all instances of priming 

for semantic association. A slightly more abstract phrase such as in winter in 

sentence-initial position can be shown to associate with timeless truths (unlike 

in the winter, during the winter or that winter) (Hoey 2006). This is another 

instance of a typical semantic association that we make, as a result of our prob-

able priming.

Not unconnected, in winter also has a bias for occurring with the present 

tense (such a tense being conventionally associated with timeless truths). This 

is an example of still another type of priming, that of colligational priming. 

A ‘colligation’ is an association that a word makes with a particular grammat-

ical condition, or more accurately that we make as a result of our priming 

(for discussion of colligation and its origin in Firth 1957, see Sinclair 2004; 

Hoey 2005a). So, to take further examples from the Bill Bryson sentence, the 

word ride when used as a noun avoids subject-function and when preceded by 

NUMBER-MEASURE OF TIME/DISTANCE tends to occur in complement-

function (‘complement’ here being defi ned as in Sinclair 1972, as the func-

tion following equative verbs, typically the verb be). Avoidance of subject is 
an instance of a negative colligation and association with complement is an 

instance of a positive colligation of ride. Colligation may also take the form of 

a preference for particular positioning in the sentence (or indeed the text). 

Thus the phrases in consequence and as a consequence have in English a strong 

tendency for most speakers to occur in sentence or clause-initial position.

The above examples also illustrate another feature of priming – that of 

nesting. When we are primed to use (or recognize) a word, syllable or word 

combination in particular linguistic or non-linguistic contexts, these con-

texts in turn become conditions for further primings. So, for instance, ride 
becomes primed for us as being available for noun use. When so used, it 

becomes primed for us as frequently associating with NUMBER-MEASURE 
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OF TIME/DISTANCE. When it so associates, the whole phrase is typically 

colligationally primed for us to occur as complement in the clause in which 

it appears.

6.2 A Challenge for Translation

What I have been hypothesizing is that when we acquire a lexical item, it is itself 

the result of priming and in turn becomes primed for collocation, grammat-

ical category, semantic association, colligation and textual colligation (among 

other things, not discussed here). All of this raises a number of signifi cant ques-

tions for translation and translation theory. Translation has concerned itself 

with problems of lexical equivalence and textual equivalence (e.g. Beekman 

and Callow 1974; Baker 1999) and of course with syntactic  equivalence. But if 

anything of what I have been saying about lexical priming is true, then a whole 

range of new issues emerge.

Let us look again for a moment at the characteristic primings of a specifi c 

word. The word consequence was discussed briefl y above in connection with the 

phrases in consequence and as a consequence. These expressions indicate two of 

the word’s typical primings – collocation with as a and in. I also noted that 

when these collocations are favoured, the combinations as a consequence and in 
consequence characteristically are primed for sentence-initial position. To these 

primings we can add others. To begin with, the word consequence occurs, when 

accompanied by an evaluative adjective, with predominantly negative evalu-

ations. Another priming that the word has for many people is that it avoids 

object-function (unlike its plural consequences, which occurs quite frequently as 

the head of a nominal group functioning as object).
The word consequence has an apparently exact equivalent in a number of lan-

guages – conséquence in French, consecuencia in Spanish, Konsequenz in German, 

conseguenza in Italian and consequencia in Portuguese, for example. The issue 

that lexical priming raises is whether it follows that these apparent exact equiv-

alents will be equivalently primed. Will the apparent exact equivalent of conse-
quence also characteristically collocate with prepositions to form conjunct-style 

expressions? If they do, will they favour sentence-initial position? Will these 

languages’ equivalents of consequence occur with negative adjectives more than 

positive? Will they also be primed to avoid object-function?

Let me ground this discussion by consideration of a single equivalent – 

Portuguese consequencia – from the point of view of just two of the possible 

primings listed above for consequence. We saw that consequence collocates with 

as a and in. The Portuguese consequencia proves to have similar collocational 

primings; it collocates with como (roughly as in English) and with em (roughly 

in in English). In this respect, then, the primings of the near-equivalents are 

the same.
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However, primings may have different weightings. One priming may be 

very strong, another much weaker. The collocation of consequence and as a is 
stronger in English for many speakers than that between consequence and in. 
Indeed informal inquiry amongst my British students suggests that for many 

of them consequence is actively primed for occurrence with as a, but only pas-

sively primed for collocation with in (i.e. they recognize the latter but would 

not themselves reproduce it). Examination, however, of a one million word 

corpus of Portuguese, constructed for me by Tony Berber-Sardinha, shows that 

como consequencia (which roughly translates as as a consequence) is less common 

in Portuguese and that em consequencia (which roughly translates as in conse-
quence) is more common. Put in priming terms, many English speakers are 

strongly primed to associate consequence with as a and more weakly primed to 

associate it with in. Portuguese speakers in contrast are typically primed to 

associate consequencia with em more than with como. Straight translations of the 

two expressions will result in a correct denotational translation but not neces-

sarily in a translation of equal naturalness or (in)formality.

This is even more the case if we examine the textual colligations of the two 

pairs of phrases. As a consequence and in consequence share, as we have seen, a 

preference for sentence-initial or clause-initial position. Indeed, 20 per cent of 

all instances of consequence in my corpus occur as part of one of these phrases 

in such a position. In contrast, virtually no instances of em consequencia and 

como consequencia appear at the beginning of a sentence or a clause. Taking 

these two sets of facts together, it would appear that we have a new class of false 

friends – words or phrases whose denotations in the two languages are largely 

similar but which are characteristically differently primed for the speakers of 

these languages.

I have tried to couch my questions regarding consequencia in a way that does 

not give primacy to English. One must fi rst fi nd the characteristic primings of 

the Portuguese word (an emic description [Hoey and Houghton 1998]) and 

then see whether they map onto those of English, and it does not automatically 

follow that the categories that worked for the one set of primings will necessar-

ily be appropriate for the other.

I have also tried to avoid referring to the colligations and semantic asso-

ciations of consequencia (though practically such a wording is inevitable 

and indeed acceptable). The reason is that such a wording assumes that 

the question is answerable for the language as a whole. But in fact colliga-

tions, semantic associations, etc. are domain, genre and context specifi c. So 

a word does not have a colligation; it has a colligation in newspaper writ-

ing, in academic discourse, in detective fi ction. Furthermore, what may be a 

colligation in the primings of one user of the language may not exist or be 

much weaker for another user. My primings are the product of my experi-

ences and use of language; yours are the product of a quite different set of 

experiences or uses.
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So what enables us to communicate with each other? There are, I suggest, a 

number of harmonizing factors that ensure that users of language do not spin 

out of contact with each other. One of these is education; I would go so far as 

to say that one of the important reasons for education is to ensure a degree of 

harmony between speakers. As well as testing factual content,  examinations 

serve to test whether language users have been primed appropriately for the 

discipline. A second is that of the media, since these represent shared experi-

ence for a considerable number of language users in a community. A third 

factor is that of the literature of the language, perhaps a declining force in 

ensuring the harmonizing of the primings of users (though Harry Potter 

must be having a vast harmonizing effect) but one of particular relevance to 

translators.

Perhaps the most important harmonizing factor is the six degrees of separation 
effect. Our utterances form a vast cohesive interconnecting web and because 

our encounters with words are typically in utterances that conform to – rather 

than defy – previous primings, our primings harmonize themselves. It is this 

factor, and the fact that education impinges on most of the kinds of writing 

and talk that translators and interpreters concern themselves with, that makes 

it still sensible to compare, in connection with the same genre, the colloca-

tions, colligations and semantic associations of apparently equivalent words in 

two languages. Any claims made, though, about the possible harmonization of 

primings within and across two languages must be made cautiously and their 

scope carefully limited.

What I want to do in the remainder of this chapter is to consider translations 

into Portuguese of the fi rst clause of the Bill Bryson sentence discussed above, 

provided for me by three Portuguese-speaking students.1 For the fi rst half of 

the original sentence, they offered the following alternatives:

No inverno, Hammarfest fi ca a trinta horas de ônibus de Oslo.
In winter Hammarfest is  thirty hours by bus from Oslo.

Hammarfest fi ca a trinta horas de ônibus de Oslo, no inverno.
Hammarfest is  thirty hours by bus from Oslo, in winter

One favoured the fi rst version, two the second. As will be immediately 

apparent, the only difference in their translations lies in the positioning of the 

phrase no inverno, a matter to which I shall return shortly. We have in effect, 

then, a single translation.

I examined the choices made in this translation (these translations), using 

a corpus kindly constructed for me by my colleague, Mike Scott. The corpus is 

as close to comparable with my 100 million word corpus of English as could be 

achieved quickly, in that both corpora were built out of news stories. However, 

there are the following important differences:
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1. Brazil makes greater use of news journals (Veja, Istoë, both comparable 

to the US’s Newsweek) than does the UK, which has no mass market news 

weeklies. This means that quite a lot of the data are different in detail and 

kind.

2. My English corpus comprises all of the Guardian newspaper (and no other 

newspaper) for four years, and those years are drawn from the early 1990s. 

The Portuguese corpus is taken from Folha de São Paulo, Veja, Istöe and other 

similar sources and is therefore more heterogeneous.

3. The corpus Mike Scott constructed for me was estimated to have been 

approximately 10–20 million words, but my system crashed whenever I 

loaded much more than 6 million words, probably because of the number 

of fi les in the corpus. Consequently the analysis that follows is based on this 

smaller sample.

For all these reasons, and because in most cases the number of instances I was 

able to inspect was small, the observations I am about to make should be seen 

as hypothesis-forming, rather than claim-making.

6.3 Some Lexical Comparisons between the 

Original and the Translation(s)

6.3.1 In Winter versus No Inverno

The fi rst point of interest in the translations by my Brazilian informants is the 

choice of two of them to move no inverno (in winter) to a position at the end of 

the clause. In Bill Bryson’s original, the phrase in winter is of course beginning 

a sentence, a paragraph and a text, since the sentence is (more or less) the 

fi rst in the book. None of these positions for in winter are especially rare in my 

Guardian corpus, and sentence-initial position is common. In contrast, there is 

little evidence of any tendency in the Portuguese corpus for no inverno to occur 

sentence-initially and none whatsoever for its occurrence in paragraph-initial 

or text-initial position. It is possible, therefore, that the two translators who 

moved no inverno to fi nal position in the clause were doing so to avoid confl ict 

with the phrase’s characteristic colligational priming for non-initial position 

in Portuguese and because using it in initial position would not serve the text-

colligational function that its English equivalent serves. It is possible, too, that 

place names have the same text-initial function for Portuguese as they have for 

English and that therefore the movement of no inverno allowed the text-initial 

potential of Hammarfest to come to the fore.

The next point of interest lies in a subtle but apparently unavoidable mis-

translation by the Brazilian students. The Portuguese phrase no inverno means 
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in the winter. A search of my Portuguese corpus revealed no instances of em 
inverno (which would accurately translate in winter), though the phrase em pleno 
inverno (in full winter) occurs a couple of times. (A search on Google sup-

ports this pattern: there were approximately 795,000 hits for no inverno, a com-

paratively small but respectable 29,300 hits for em pleno inverno, and a tiny 524 

hits for em inverno.) So the question must arise: is no inverno primed for most 

Portuguese speakers to have the same colligations and semantic associations 

as in winter has for most English speakers or is it in these respects more like 

its closest translation in the winter? Given that Portuguese would appear, on 

the corpus evidence, not to have a choice between the indefi nite and defi nite 

forms, it might be predicted that the semantic associations of in winter with 

‘timeless truths’ (Hoey 2005a) and of in the winter with specifi c events would 

be neutralized. Likewise, we might expect no inverno to manifest neither the 

colligations of in winter with the present tense nor of in the winter with the past 

tense.

The size of my Portuguese corpus meant that there were too few instances 

of no inverno to be able to conclude anything with confi dence, but I undertook 

the analysis anyway. The results are to be found in tables 1 and 2. Table 1 com-

pares the two English expressions with the Portuguese expression in respect 

of their characteristic primings for semantic association with specifi c events 

or general statements of long-standing validity (that I have labelled ‘timeless 

truths’).

I reiterate that 16 instances of no inverno are too few to permit any sens-

ible conclusions to be drawn, but the data here suggest that no inverno might 

align itself with in the winter (its closest translation) in associating with specifi c 

events. If a larger corpus were to replicate the distribution found here, we 

would have to conclude that there has been no neutralization of the semantic 

associations associated with the two English translations of no inverno.

Turning now to colligation, Table 2 compares the two English expressions 

with the Portuguese expression in respect of their tendency to colligate (or 

Table 6.1 A comparison of in winter, in the winter and no inverno with respect to 

their occurrence in statements of specifi c events or ‘timeless truths’

 in winter in the winter no inverno

specifi c event 29 179 10

13% 54% 62.5%
‘timeless truth’ 197 152 6

87% 46% 37.5%

 strong semantic 

association with 

timeless truth

weak semantic 

association with 

specifi c event

apparent semantic association 

with specifi c event
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otherwise) with either the past or present tense. Halliday and James (1993) 

argue that the past and present tense are in even distribution in English; any 

marked deviation from such a distribution in connection with a particular 

expression would indicate that, for many users of English or Portuguese, the 

expression was primed to occur with one tense more than the other.

As can be seen, whereas in winter has a colligation with the present tense 

for most speakers and in the winter has a negative colligation with the present 

tense (i.e. speakers avoid using it in present tense clauses), no inverno appears 

(on the basis of scant data) to occur with both tenses equally. Therefore, the 

apparent absence of choice in Portuguese has resulted in the predicted loss of 

colligational priming, though not, it would appear, in the loss of its priming 

for semantic association.

6.3.2 Fica versus Is

The next point of interest relates to a decision required of the Brazilian 

translators that did not need to be made by the original American writer. 

Portuguese has a choice as to how to translate is, a choice that has no equiva-

lent in English. The choice is that between fi ca and está. Again on limited 

evidence, it would appear that fi ca is primed in distinctive ways, and that 

the students were correct to choose fi ca in place of está. To begin with, fi ca 
appears to have a semantic association with PLACE in Subject function, 

whereas está has no strong association of this kind. PLACE (subject) + fi ca 
occurs 59 times in my data, as opposed to 12 instances of PLACE (subject) 

+ está. Of the 59 fi ca instances, 46 (78 per cent) also are associated with 

LOCATION, whereas only two of the está instances occur with LOCATION. 

The 46 instances of PLACE (subject) + fi ca + LOCATION are further cat-

egorizable as follows:

Table 6.2 A comparison of in winter, in the winter and no inverno with respect to 

their occurrence in clauses with present or past tense

 in winter in the winter no inverno

clause with present 

tense

133  111  8

59% 34%  50%

clause with past tense 40 165  7

18% 50%  44%

none or other 53 55  1

23% 16%  6%

 colligation with 

present tense

negative 

colligation with 

present tense

apparently no colligation 

with either tense
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11 (19 per cent)    measurement of location by time or distance from 

another location

12 (20 per cent) + onde [where]

7 (12 per cent) +  point of compass

The two instances of PLACE (subject) + está + LOCATION comprise one 

instance of measurement of location and one instance of onde.
We can tentatively conclude from these data that for most speakers of 

Portuguese the combination of PLACE (subject) + fi ca is primed for semantic 

association with LOCATION, MEASUREMENT and POINT OF COMPASS 

and for collocation with onde. The combination onde + PLACE (subject) + fi ca 
is primed to occur in the sequence onde + VERB + SUBJECT. The implications 

for translation of these details will be drawn out below.

6.3.3 The Absence of Ride in the Portuguese Version

One word is missing in the translation(s), and that is the word ride. The reasons 

for this appear to be complex and lie in the fact that Bill Bryson has  chosen 

to override the typical primings of ride in connection with bus. The fact is that 

ride by bus in the original English is colligationally unusual. Bus and ride indeed 

collocate but almost always in the combination bus ride. In my data, ride by is 
 associated with diffi culty – ride by tractor, ride by four-wheel drive vehicle are instances 

– and Bill Bryson’s decision to override the expected bus ride may have been to 

imply (as much of the chapter that follows goes on to show) that the journey is 

not an easy one in mid-winter. In the Portuguese translations of the Bill Bryson 

sentence, however, the noun ride has been omitted, and the replacement de 
ônibus has in consequence lost the challenge implied in the original. Nor is 

this the only feature of ride by bus lost in the translation. Of 107 instances of de 
ônibus, 32 are (in my judgement) translatable as by bus. Of these 32 instances, 

only seven (22 per cent) are associated with LOCATION, only one (3 per cent) 

is associated with MEASUREMENT OF DISTANCE and again only one is asso-

ciated with MEASUREMENT OF TIME. So, unlike ride by VEHICLE, de ôni-
bus is only weakly primed for association with LOCATION and not primed for 

MEASUREMENT OF DISTANCE OR TIME in Portuguese news writing. We 

consequently have lost in the translation the sense of bus as engaged on a dif-

fi cult journey and we have lost the connection with hour through the semantic 

association with MEASUREMENT OF TIME; the words are both there in the 

translation, but they no longer have a special association.

On the other hand, de does behave like by. In my Portuguese corpus, I found 

the following instances:

de ônibus, burro, carro,
by bus, donkey, car
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de ônibus e barco
by bus and boat

em comboio  de ônibus e jipes
in a convoy  of buses and jeeps

de ônibus ou de automovel
by bus  or by car

We can probably infer that de is primed to have a semantic association with 

MODE OF TRANSPORT, as is by in English.

6.3.4 Hora versus Hour

One pair of words where the Portuguese and the English are very much alike 

in their characteristic primings is that of hora and hour. Consider the data in 

Table 6.3 for hora(s). It will be seen that hora shares with hour a semantic asso-

ciation with number of the kind already noted. It also shares a semantic asso-

ciation with means of journey (or route) and with place of origin (or arrival). 

So here we have equivalents in the two languages that, in these respects at 

least, are also equivalent in their characteristic primings for colligation and 

semantic associations.

6.4 The Implications for Translation

Space and the paucity of data have only permitted the briefest of accounts of 

the possible implications of lexical priming for translation, but I hope it can 

be seen that, with a larger corpus of Portuguese, we might be able to say that 

the translation from English to Portuguese has resulted in subtle shifts of col-

ligation, semantic association and textual colligation, with the new sentence 

reinforcing or adding some of these features and weakening others. It remains 

now to consider what the implications of these shifts might be for the signifi -

cance and role of translation in the world.

If we stay with accepted theories of language, we must conclude that translation 

is not responsible for more than a modicum of language change. The syntax of 

the target language stays the same and, mostly, appropriate word-equivalences 

are found. Translation has led to a small amount of borrowing (sometimes of 

course much more than this: see Baker (1998) for a number of languages where 

translation had a major initial impact) and connotational change has probably 

been considerable. Overall, though, translation,  according to traditional theor-

ies of syntax or lexis, has a limited effect on  target languages.

What, however, would the effect have been if all three students had left no 
inverno in front position? What would have been the implications for the target 
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Table 6.3 Lines from the concordance for hora* classifi ed according to the 

semantic associations of hora*

a menos de uma hora da ilha
less than one hour from the island

a apenas uma hora de avião de Argel

only one hour by plane from Argel

a pouco mais de uma hora de avião da Argélia

little more than one hour by plane from Argélia

a cinco horas de barco e Caminhada da BR-230

fi ve hours by boat or road from BR-230

a meia- hora de carro de Paris

half an hour by car from Paris

a duas horas de carro das praias

two hours by car from the beaches

a uma hora de carro na direção leste

an [one] hour by car to the east

a meia hora de carro de Manhattan

half an hour by car from Manhattan

a meia hora de carro de Nova York

half an hour by car from New York

a poucas horas de Jerusalem

a few hours from Jerusalem

a uma hora de São Paulo

an [one] hour from Sao Paulo

a meia hora de trem do centro de Buenas Aires

half an hour by train from the centre of Buenas Aires

a sete horas de trem de Nova York

seven hours by train from New York

por duas horas de trilha na mata

for two hours by track in the jungle

NUMBER hora(s) VEHICLE OR

 ROUTE

FROM (OR IN)

A LOCATION

language if the primings for hora and hour for speakers of the two languages 

were different but the translation remained the same? The answer is that any 

Portuguese speaker who would have read the translated sentence would have 

had an encounter with the words inverno and hora that did not chime in with 

his/her previous primings for those words.

Now suppose that every travel book that the Portuguese speaker reads is a 

translation from English. Suppose, further, that every translator is careless about 

the colligations and semantic associations of the Portuguese equivalents s/he 

uses – and to some extent the translator cannot do other than refl ect at least 
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some of the colligations and semantic associations from the source language. In 

such a situation, every Portuguese speaker would be exposed to collocations, col-

ligations, semantic associations and textual colligations that were the product of 

English primings, and they would thereby become, for those speakers, Portuguese 

primings. The conclusion to be drawn might be that a translation should only 

display its foreignness as opposed to disguising its translated status (cf. Venuti 

1998) when the translation is into English rather than from English. If every one 

of the translations in the travel section displayed their translated status, the effect 

might be to alter the primings of the Portuguese speakers who read them. Only if 

the translators successfully obscured the translated origins of the text would the 

primings of Portuguese readers be preserved, and then only in part.

I have not been painting an unreal picture. I have, for example, regularly 

found in bookshops around the world a substantial proportion of the fi ction 

section taken up by translations from English. Perhaps this is another area 

where Anglo-American imperialism is (unintentionally) at work – the invasion 

of priming snatchers! The language looks the same but it has an alien within 

it and it will behave differently and in accordance with its own alien culture 

unless it is confronted and controlled. (I am not oblivious to the fact that I am 

here relying on the reader picking up on an American cinematic reference, 

and I am of course not American myself).

The issue then arises of what the effects on English might be of translations 

into English that retain the primings of typical speakers of the source lan-

guages. Perhaps surprisingly, I believe that the effects are likely to be benign 

(and are equally benign for any other language, as long as the translations do 

not overwhelmingly come from a single source language).

To understand why translations may have a benign effect on the primings 

of a language as long as they do not overwhelm that language, it is necessary 

to step back and look at how a theory of lexical priming might account for 

creativity. I have argued elsewhere (e.g. Hoey 2005a; 2005b) that creativity 

appears in a language when a user chooses to override one or more prim-

ings, though if all primings are overridden, what is uttered or written will be 

entirely incomprehensible. Even James Joyce’s Finnegan’s Wake retains some col-

locations. Creativity is therefore a matter of a selective overriding of primings. 

This is, I take it, what critics are referring to when they have talked of poets 

renewing the language.

More generally, and outside the context of literature, as we build up our 

primings of the words we encounter, and in particular as we build up semantic 

associations and colligations, our primings have the potential to become more 

abstract. In short we begin to construct a personal semantics and a personal 

grammar. This semantics and this grammar will always be imperfect, incon-

sistent and incomplete, and will differ from person to person both in the detail 

and in the degree to which they are incomplete, but they are together the 

basis, in part, of our ability to say new things.
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The primings guarantee fl uency and we can say very much anything we want 

to with them as long as what we want to say conforms to our experience of the 

language. There is a degree of abstraction in colligation, textual colligation 

and semantic association that will ensure that anyone who does not construct 

for themselves a personal grammar can still function fully as a human commu-

nicating being. The personal semantics and personal grammar allow, however, 

expressions of thoughts (and the comprehension of thoughts) that go beyond 

our immediate linguistic experience.

It is for this reason that we value creativity where we fi nd it (even some-

times when its only value is that it goes beyond our linguistic experience). Thus 

it is that we should also value translations, especially when they retain the 

otherness of the source language. Of course, as I began by saying, this positive 

value would disappear if 75 per cent of what we read took the form of transla-

tions from a single linguistic culture. Allowing for this, though, we can say that 

translation, like poetry, refreshes the language.

6.5  A Brief Conclusion

To sum up, lexical priming suggests there are many more factors involved in 

translation than one might have thought, and the translator has the choice of 

either preserving the primings of the target language or importing the prim-

ings of the source language (or, of course, a mixture of both). Which of these 

choices is the better depends on whether it is a solitary migrant or a swarm 

and on whether the recipient has the option of turning away. Whatever the 

choices that are made, drifts in a speaker’s primings are, as noted earlier, the 

engine of language change, and translation is a potential source of drifts. I con-

clude therefore that translation, whether literary or non-literary, considered or 

impromptu, is in fact one of the most important linguistic activities undertaken 

by human beings and, despite the recognized importance of the translation 

of key texts in the development of certain languages (the King James Bible for 

English, Luther’s translation of the same for German), it is an activity whose 

implications for diachronic linguistics may not yet have been fully explored.

Note

1 I am grateful to Dr Tania Shepherd for her help in arranging for the collection 

of these data.
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Chapter 7

Looming Large: A Cross-Linguistic Analysis of 
Semantic Prosodies in Comparable Reference 

Corpora1

Jeremy Munday

7.1 Introduction

This chapter is concerned with semantic prosody, an area that has been studied 

in monolingual (mainly English) corpus-based work but which until recently 

had received relatively little attention among translation studies theorists. 

It sets out to defi ne the concept, review some of the key literature, describe 

methods of analysis with examples from comparable corpora of Spanish and 

English, and discuss possible applications for translation.

7.2 Defi nition and Theory of Semantic Prosody2

The term ‘semantic prosody’ has been variously defi ned but is used to refer 

to ‘a consistent aura of meaning with which a form is imbued by its collocates’ 

(Louw 1993: 157). A complementary perspective is provided by Hunston and 

Francis (2000: 137), who state that ‘a word may be said to have a particular 

semantic prosody if it can be shown to co-occur typically with other words 

that belong to a particular semantic set’. As an illustration, we can say that 

semantic prosody often refers to how what might be expected to be a seman-

tically neutral form, such as the lemma CAUSE, in fact tends to be used with 

words that give it a particular hue – negative in the case of CAUSE (see Stubbs 

1996). In this way semantic prosody, while being ‘strongly collocational’ (Xiao 

and McEnery 2006: 107), may be said to blend collocation and connotation 

and even have an attitudinal function (Louw 2000: 60, in Stewart 2010: 14). 

Hunston (2007) also stresses that this may vary depending on other factors 

such as genre and register.
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Louw acknowledges that he borrowed the then unnamed concept from 

Sinclair (1991), who studied positive and negative semantic sets in his account 

of early corpus work with the COBUILD project in Birmingham. One example 

given by Sinclair is the phrasal verb SET IN, in the sense of ‘become estab-

lished’. The instances provided by his corpus led Sinclair to conclude that this 

verb has a very strong negative prosody since it collocates with generally nega-

tive subjects, in examples such as:

Before bad weather sets in . . . 

Desperation can set in . . . 

Semantic prosody is thus about the way that sense and connotation spread 

surreptitiously across collocates or from the typical surrounding co-text. Since 

it is often not overtly controlled by the text producer, it may reveal a writer or 

speaker’s underlying attitude or evaluation. However, it may also be used for 

particular effect, including a deliberate violation of the expected semantic 

prosody to produce irony (Xiao and McEnery 2006).

The study of irony and ironists – ‘people who mean the opposite of what 

they say’ – is the focus of the key article by Louw (1993: 169–71) in which he 

describes a radio interview where the Director-General of the British Council 

refers to contacts with UK universities being ‘symptomatic of the University of 

Zimbabwe’. Using the Bank of English corpus (37 million words at that time), 

Louw analyses the phrase symptomatic of to show it has a clear negative prosody. 

Among the examples given are:

symptomatic of clinical depression
symptomatic of a problem
symptomatic of other management inadequacies
symptomatic of something deeply wrong.

Louw argues that the use of the phrase in conjunction with the University of 
Zimbabwe conveys a strong hint of irony, since symptomatic of is so closely associ-

ated with failings. In the instance in question, the use might therefore suggest 

that the University of Zimbabwe is a minor partner, needing to compensate for 

its inadequacies by enlisting the help of UK institutions. The issue then arises 

as to whether this irony, brought about by an unexpected semantic prosody, is 

deliberate, in which case the encoders or text producers, to use Louw’s words 

(Louw 1993: 171), are ‘writing the device’ (i.e. consciously manipulating the 

semantic prosody); or they may be involuntary, where ‘the device writes the 

encoder’ (i.e. the markedness of the prosody then impacts on the sense trans-

mitted by the writer). This is an important point to which we shall return at 

the end of this chapter.
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Of course, to be able to gauge the ironic potential of a specifi c utterance 

it is necessary to know the probable semantic prosody of the term in ques-

tion. This can only really be done by analysing the examples found in a large 

representative corpus, permitting probabilistic conclusions to be drawn based 

on the comparison between the trends in the corpus and the analysis of the 

individual utterance – comparison, in Tribble’s terms, between ‘global’ and 

‘local’ prosodies (Tribble 2000). Louw’s contention, even back in 1993, was 

that ‘it will be obvious [ . . . ] that semantic prosodies must furnish one of the 

most compelling arguments for building and using larger and larger corpora’. 

Since, he claimed, prosodies are not evident to intuition, their identifi cation 

requires the analysis of large amounts of language to reveal underlying trends 

(Louw 1993: 164).

Later and more detailed corpus-based studies by Stubbs (1995; 1996; 2001) 

include a combination of manual semantic prosody analysis and quantitative 

collocational work on larger corpora to provide a semantic profi le of words. 

Thus, in his 1995 paper entitled ‘Collocations and Semantic Profi les: On the 

Cause of the Trouble with Quantitative Studies’, Stubbs manually analyses 

concordance lines from the Lancaster-Oslo-Bergen and COBUILD corpora to 

show that the lemma CAUSE has an 80 per cent negative prosody, collocating 

with unpleasant events such as accident, concern, damage and death, with only 

 2 per cent of examples classed as positive and 18 per cent as ‘neutral’. Other 

lemmas analysed by Stubbs are CREATE, which is shown to have a more bal-

anced profi le, and HAPPEN, which is decidedly negative.

The negative/positive poles of analysis – ‘polarity’, to use Channell’s term 

(Channell 1999) – are extended by Hoey (1997) to include ‘events’ and ‘profes-

sion’, although later (Hoey 2005: 23) he prefers the term ‘semantic association’ 

for this phenomenon.3 For event words, such as consequence, Hoey gives four 

associations, which are, in order of frequency:

the logic of an outcome (likely, inevitable consequence, etc.)

a negative outcome (dire consequence, etc.)

a serious outcome (decisive consequence, etc.)

an (un)expected outcome (unintended consequence, etc.)

For professions, Hoey draws on Campanelli and Channell’s (1994) analysis of 

the verbal phrase train as a . . . . This is seen to collocate with occupations such 

as lawyer, nurse and teacher, which generally have a positive connotation, but also 

unusual roles such as boxing second and kamikaze pilot, which many might regard 

with more circumspection. Hoey (1997: 2) makes the important point that 

semantic prosody, or association, extends beyond collocation. Thus, whereas 

train as a lawyer may be a relatively common collocation, the organization of 

the collocates is by non-exclusive semantic sets. This allows the absorption of 

other, including newly coined, collocates, for example computer programmer or, 
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in the negative set, the modern-day suicide bomber. A basic Google™ search for 

this last term in conjunction with parts of the lemma train shows the frequency 

of this collocation, the following being typical examples:

And the majority of 36 women known to have been trained as suicide bomb-

ers are still out there. (http://news.scotsman.com/topics.cfm?tid=610&id=

768132003)

Suicide bomber was trained at saboteur camp.

(http://newsfromrussia.com/accidents/2003/06/21/48515.html)

Korkmaz suspects that his daughter was taken to a PKK camp in Germany or 

the Netherlands to be trained as a suicide bomber.

(www.turkishdailynews.com/old_editions/06_26_99/for.htm)

This fi ts well with Hoey’s theory of lexical priming by which he is specifi cally 

referring to the way that ‘the word is learnt through encounters with it in 

speech and writing, it is loaded with the cumulative effects of those encoun-

ters such that it is part of our knowledge of the word that it co-occurs with 

other words’ (Hoey 2003). Hoey (2005) develops this discussion of how words 

are thus ‘primed’ to occur not only in lexical but also in certain grammatical 

constructions, such as the passive. Whereas the lexical company a word keeps 

concerns collocation, organized by associated semantic sets into semantic 

prosodies, a word’s grammatical company (the structures in which it habitu-

ally occurs) pertains to what Firth (1957) termed ‘colligation’. Collocation, 

colligation and cumulative priming are all critical to a fuller understanding of 

semantic prosody. Thus, even the small sample above would suggest that train 
as a suicide bomber may most likely occur in a passive construction.

7.3 Semantic Prosody and Contrastive/Translation Studies

Although the literature mentioned in the previous section has been written from 

a monolingual English perspective, the importance of semantic prosody analysis 

for translation has also been stressed, notably by Partington (1998: 77):

Semantic prosody is an important area of research for translation studies 

[ . . . ] It seems to be the case that cognate [ . . . ] words in two related 

 languages can have very different semantic prosodies.

Partington has in mind words such as impresionante, which in Italian, 

and in Spanish too, has a negative prosody, whereas the English cognate 

impressive is generally positive. One might describe this as a subtler vari-

ation on the old false cognate (faux ami) translation chestnut. Detailed 

contrastive studies of non -cognate terms have in fact revealed much 
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more subtle differences. Thus, Berber-Sardinha (2000) carried out an 

insightful corpus- based  analysis of the Portuguese dictionary equiva-

lents for Sinclair’s example SET IN. Analysis of concordance lines of 

MANIFESTAR-SE and ESTABELECER-SE, among others, shows that: the col-

locates of ESTABELECER-SE, such as relação [relation] and país [country], 

do not refl ect the negative semantic prosody of SET IN; MANIFESTAR-SE 

retains the negative prosody only with the collocate doença [disease]; CAIR 

does form patterns with the Portuguese word for ‘night’ [noite] but in posi-

tive senses. Berber-Sardinha’s conclusion is that there are no full direct 

equivalents in Portuguese for the English SET IN. This may be true from 

the perspective of the lexicographer, keen to fi nd a one-to-one mapping 

of the global use, including global semantic prosody, of a dictionary entry 

(Catford’s well-known ‘formal correspondent’, Catford 1965: 27), but the 

translator needs a ‘textual equivalent’ (Catford ibid.) for a specifi c transla-

tion instance that would encompass the local semantic prosody. The study 

is also limited to analysis of prosodic polarity with no real consideration of 

the colligational priming of the different alternatives.

Despite this, Berber-Sardinha’s (2000) work does have clear translation-

related applications: it is of great assistance for the translator or bilingual lexi-

cographer with the identifi cation of typical collocates and semantic sets. The 

results are then represented either through the use of typical collocates as 

sense discriminators for a dictionary correspondent or, in a specifi c target text  

context, by the choice of one equivalent over another (e.g. MANIFESTAR-SE 

over ESTABELECER-SE). Additionally, it is valuable in objective descriptive 

source-text target-text (ST-TT) analysis to identify shifts in prosody between 

ST and TT items, a useful tool for the uncovering of translation shifts above 

and beyond the denotational, syntagmatic and discoursal translation shifts dis-

cussed by the likes of van Leuven-Zwart (1989, 1990). The hypothesis would be 

that in some cases the translator may not intuitively be aware of the prosody or, 

infl uenced by ST lexis and structure, might inadvertently choose an equivalent 

which has a different prosody from the original. Such a semantic prosody shift 

may be due to interference from ST to TT (impressive for impresionante) or to 

a more subtle lack of match between ST and TT prosodies (MANIFESTAR-SE 

for SET IN). The result would then be a blurring or distortion of effect on 

the reader, whose own lexical priming may well be jolted by an unexpected 

prosody.

7.4 Reference Corpora Used in This Study

Access to a large number of examples of a particular search term is more or 

less essential for the analysis of semantic prosody, and this is only really pos-

sible when using large electronic corpora (see Olohan 2004: 82). The main 
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corpora employed in this comparative study of Spanish and English are repre-

sentative comparable monolingual corpora4:

 (i) the British National Corpus (BNC) (www.natcorp.ox.ac.uk/) designed as 

a representative collection of mainly British English from the 1980s up to 

1995 and comprising around 110 million running words;

 (ii) the online CREA Spanish Real Academia corpus (www.rae.es), a  constantly 

updated collection of around 400 million words of different  varieties of 

Spanish from 1975 to the present;

(iii) collocation statistics from the Leeds internet corpora of English and 

Spanish (http://corpus.leeds.ac.uk/internet.html), based on 100 million 

word samples of web-held texts.

As an example of how comparable corpora can assist analysis, let us look 

at how the Spanish equivalent of the lemma CAUSE [causar] is used. As we 

saw above, CAUSE tends to collocate with words such as accident, concern, dam-
age and death. Investigation of the 891 instances of the search term causan 

(third person plural present tense) from the Spanish CREA shows similarly 

negative collocates such as amnesia [amnesia], considerables daños [considerable 

damage], destrozos [damage], difi cultades [diffi culties], dolor [pain], enfermedades 
[illnesses], estragos [devastation], preocupación [concern], problemas [problems]. 

It is also interesting to note that, in cases such as efectos [effects], the negativity 

is even transferred from another part of the sentence:

los truenos ya causan efectos psicológicos muy deprimentes
[thunder already causes very depressing psychological effects]

where muy deprimentes [very depressing] gives a strong negative spin to efectos.
Analysis of the CREA shows that efectos psicológicos does generally have a 

rather negative prosody, particularly in certain medical contexts: efectos psi-
cológicos del estrés [psychological effects of stress], de los sonidos electrónicos [of 

electronic sounds], and so on. However, in other texts there may be a neutral 

or even positive prosody:

los efectos psicológicos del cannabis: relax, sensación de paz, predisposición a la amiga-
bilidad y a la risa

[the psychological effects of cannabis: relaxation, feeling of peacefulness, pre-

disposition to friendliness and to laughter]

los efectos psicológicos producidos por la actividad físico-deportiva
[psychological effects produced by physical sporting activity].

Such examples indicate the complexity of the semantic prosody of what might 

even have been thought of as ‘neutral’ noun objects.
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Analysis of the Spanish corpus for the equivalent of the more neutral lemma 

CREATE (CREAR in Spanish) also reveals a varied picture. Collocates range 

from strongly positive to neutral to negative:

strongly positive: • un ambiente acogedor y cálido [a welcoming, warm 

atmosphere]

positive: • nuevas fuentes de empleo [new sources of employment], nuevos cuerpos 
de profesorado [new groups of teaching staff]

neutral: • un comité [a committee], un color apagado [a muted/dull colour]

negative: • un ambiente de inseguridad [an atmosphere of insecurity], dudas 
[doubts], problemas [problems], perspectivas ilusorias [illusory perspectives].

Again, it is noteworthy how the connotation is often transmitted by those 

words that occur around the noun: ambiente [atmosphere] appears in both the 

negative and positive classifi cations because it is strongly affected by its accom-

panying adjectival phrases, while nuevos/nuevas [new] provides the positive 

connotation in the two examples in which it appears. The example of un color 
apagado could also be neutrally descriptive (‘muted’) or negatively evaluative 

(‘overly dull’) depending on context.

7.5 Contrastive Analysis – Loom (large) versus Cernerse

The brief contrastive analyses of CREAR/CREATE and CAUSAR/CAUSE sug-

gest that some of the basic positive-negative semantic prosody patterns may 

be similar in the two languages. However, as we noted above, we are work-

ing with probabilistic patterns and sometimes the writer deliberately violates 

the expected prosody. This is the case of the main example we shall now 

consider: LOOM LARGE and one of its Spanish dictionary correspondents, 
CERNERSE.

This pair of verbs has been chosen because of the large number of varied and 

metaphorical uses associated with them, and, initially, because of an  unusual 

and strikingly apparent violation of the intuitively negative or ‘ominous’ pros-

ody observed in the following example (from The Metro, London edition, 16 

September 2003):

Mosley must be seeing dollar signs looming large.

Here, Mosley is the triumphant boxer in a World Championship fi ght and seems 

sure of more lucrative bouts in the future. The article is generally complimen-

tary to him, and yet, intuitively, looming large has a threatening and negative 

connotation, so there may be hints of irony here or it may be an indication of 

the relative fl uidity of the prosody associated with this verb phrase.
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For the verb loom on its own, the Concise Oxford English Dictionary (11th edi-

tion, 2004) gives two senses:

 (i) ‘come into sight dimly, esp. as a vague and often magnifi ed or threatening 

shape’; and

(ii) ‘(of an event or prospect) be ominously close’.

Both these senses encompass negativity, associated with threats or some 

 ominous occurrence. It is, therefore, not surprising that in the British 

National Corpus the 105 examples of the lemma LOOM LARGE (comprising 

33 instances of loom, 25 of looms, 31 of loomed and 16 of looming) are over-

whelmingly negative. If we classify these examples according to the seman-

tic prosody of its subjects, we get the following categories, with illustrative 

example collocates:

(a) Ominous ‘landscape’ subjects

Dark water, peatstacks, impressively blackened rocks, dark crevasses. The sense is 

often simply of the fi rst Concise Oxford English Dictionary sense of ‘come into 

sight’. The negative and threatening nature of the collocates is shown by the 

following larger context where the expected inference of the fi rst half of the 

sentence is that dark crevasses will cause problems:

Dark crevasses loomed large, but didn’t present any real problems.

(b) Metaphorical negative of failure, upheaval and prospect

Awful prospect of defeat, blackmail, chaos, failure of British industrial relations, fear, 
long commuting times, oppression, problems, shadow of de Gaulle, trade war, unrest. 
Interestingly, none of these collocates occurs with great frequency, so the neg-

ativity comes as much from the semantic set as a whole as from any individual 

collocate. And, in a similar way to the efectos example in Section 7.4 above, 

so the awful prospect of defeat instance sees what otherwise might be thought 

to be the neutral noun prospect (another interesting candidate for semantic 

prosody study) coloured by the preceding adjective awful and the subsequent 

noun defeat.

(c) Negative by context

The following examples are more diffi cult to evaluate, but the context suggests 

they are negative:

  (i) The prospect of her stay at Balmoral loomed large in Diana’s mind.
  (ii)  . . . only when the prospect of African government loomed large . . . 
 (iii) In recent years, the word ‘fi bre’ has loomed large in our lives.
 (iv) Economic issues had loomed large in the primaries . . . 
 (v)  . . . the conviviality of eateries will loom larger in deciding where to locate . . . 
   (vi)  The plight of the rural poor does not tend to loom large in the minds of 

businessmen.
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Interestingly, (i) and (ii) are further examples of prospect and are negative 

because, in (i), the reference is to the then Princess Diana’s dread of staying 

with the Royal family at Balmoral castle and, in (ii), the British government’s 

sudden, hypocritical concern with the impartiality of the media in African 

countries as independence approached in the 1960s. Examples (iii) and (iv) 

are in articles that claim that the earlier fad for high-fi bre diets and the focus 

on economic issues in the early stages of the 1980 US elections were misplaced. 

Examples (v) and (vi) are ironic: those deciding company relocations are more 

interested in local restaurants than business logic (v), and the rural poor have 

little importance for businessmen (vi).

Finally, there is one seemingly positive example about an individual’s recov-

ery from illness:

As she thought of the good golfi ng years she had allowed to go to waste, so practice and 
praying loomed large in the recovery programme she set herself.

The wider context contains no suggestion of irony here.

7.5.1 Cernerse

An equivalent for LOOM LARGE given in the Collins Spanish Dictionary (2009) 

is CERNERSE, the origin of which is the transitive verb cerner [to sieve – fl our, 

soil, etc.]. This equivalent is an interesting choice by the lexicographer, 

since it is a strongly metaphorical use compared to, for instance, the entry 

in the Oxford Spanish Dictionary (2008), which prefers more explicitatory tar-

get language equivalents.5 Given the inevitable limitations on the scope of 

this chapter, with its interest in simply testing the phenomenon of seman-

tic prosody in a bilingual context, we shall restrict ourselves to a contrastive 

comparison based on the semantic prosody profi le of CERNERSE alone as 

a potential equivalent to LOOM LARGE. To do this, a search was made for 

the corresponding third-person uses of the lemma CERNERSE in the CREA 

Real Academia corpus, using the search terms se cierne and se ciernen (present 

tense, third-person singular and plural) and se cernía and se cernían (imper-

fect tense, third-person singular and plural). The resulting concordance lines 

were examined manually to fi lter out the ‘sieve’ sense. The resulting number 

of occurrences was:

se cierne(n)  282 instances

se cernía(n) 140 instances.

A classifi cation of the semantic sets of the subject collocates produced the 

following (these are indicative of the most frequent collocates but, for reasons 

of space, are not fully comprehensive):
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(a) Nature subjects

los buitres ya se cernían en espiral sobre sus cuerpos
[the vultures were already looming/circling in a spiral over their bodies]

buitres, gavilanes y águilas se ciernen majestuosamente por los aires
[vultures, sparrowhawks and eagles loom/circle majestically overhead].

Buitres and CERNERSE seem to form a strong collocation; the second 

 example is actually positive, thanks to the addition of the evaluative adverb 

majestuosamente.

(b) Meteorological phenomena

borrasca, canícula, cielo, crespúsculo, humareda acre, invierno, noche, nubes oscuras, 
oscuridad, solazo, tormenta [gale, dog days, sky, dusk, acrid smoke, winter, night, 

dark clouds, darkness, blazing sun, storm]. Though descriptive, these are also 

negative, as can be seen by the following examples:

La canícula se cernía implacable sobre Barcelona.

[The dog days/heatwave loomed implacably over Barcelona]

el cielo se cernía sobre el mundo como un ultimátum
[the sky/heavens loomed over the world like an ultimatum].

This last example, where cielo could be read either as ‘sky’ or ‘heavens’, is indi-

cative of the blurring between the descriptive and the fi gurative. Not only is 

the weather bad, it is also metaphorically ominous (see c(i) below).

(c) Metaphorical negative

(i) Ominous meteorology

una atmósfera enrarecida, nubarrones, nubes de la corrupción, nubes de guerra [rar-

efi ed atmosphere, large clouds, clouds of corruption, clouds of war]. Here, the 

negativity of the weather is transferred to become a threat to the future:

Densos nubarrones se ciernen sobre una orquesta . . . 
[Dense clouds loom over an orchestra . . . ]

la tempestad que se cernía sobre su cabeza . . . 
[the storm which loomed over his head . . . ].

(ii) Dangers, threats and uncertainty

amenazas, crisis, dudas, fantasma, hostilidades, incertidumbre, males, peligro, riesgo, 
sombras, sospecha [threats, crisis, doubts, ghost, hostilities, uncertainty, evils, 

danger, risk, shadows, suspicion]. This is the most frequent prosody of the 

verb, with the most common individual collocates being amenaza(s) [threat(s), 

47 instances] and peligro(s) [danger(s), 31]. One example suffi ces to illustrate 

the similar cernerse + sobre pattern of (c)(i):
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Sombras ominosas se ciernen sobre nuestro héroe . . . 
[Ominous shadows loom over our hero . . . ].

(d) Negative by context

In the following two examples the negativity results from the context and the 

apparent stance of the writer:

los diferentes proyectos urbanísticos que se ciernen sobre ésta [ciudad]

[the different town planning projects that loom over it (the city)].

The wider context shows that the writer feels that these building projects are 

likely to damage the town.

La gran expectativa se cierne sobre el partido de fondo
[Great expectation looms over the crucial match].

One might expect that expectativa [expectation] would be positive. Seemingly, its 

collocation with se cierne violates the semantic prosody. However, the surround-

ing context in fact suggests that the overriding climate is one of fear since the 

game is a vital relegation match. This would support a hypothesis of the strength 

of infl uence of the global semantic prosody of the verb which is so great it can 

even withstand a collocation with a normally very positive noun subject.

7.5.2 Typicalities

Such comparative analysis demonstrates that both LOOM LARGE and 

CERNERSE have generally negative semantic prosodies. However, there are 

some notable differences particularly as regards the most common collocates 

and the syntactic structures in which the two verb phrases are used. Some 

of these can be identifi ed using automatically generated distribution statis-

tics such as are provided by online tools such as the Sketch Engine (Kilgarriff, 

online) and the Leeds collection of internet corpora (http://corpus.leeds.ac.uk/

internet.html). These allow the analysis of huge amounts of data, and helps 

to identify major trends. However, since, as we saw above, semantic prosody 

seems to depend on semantic fi elds and interpretation of context and stance, 

it is only by combination with close analysis of specifi c examples that a more 

delicate picture can be constructed.

For LOOM LARGE, 43 per cent of the examples studied are followed by a 

prepositional phrase beginning with in, the most frequent being in . . . mind: 

in Diana’s mind, in her mind, in the minds of the new English bourgeoisie, and so 

forth. This association with mental pressure, problems and preoccupations is 

generally absent from CERNERSE, where there is only one instance of its use 

with problema(s). The most frequent collocates are amenaza(s) [threat(s)] and 
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peligro [danger]. Syntactically, 47 per cent (200 out of 422) of the examples of 

 CERNERSE are used with the relative pronoun, 67 per cent in the present tense 

and a massive 88 per cent (373) with the preposition sobre [over]. CERNERSE 

and sobre form such a strong collocation they may almost be considered a multi-

word unit, a Spanish equivalent of a phrasal verb. An extension of this analysis 

to include the object categories that follow sobre reveals that the most common 

are place, mentioned either by name [sobre Europa, Granada, etc.] or with a 

phrase such as sobre el país, el planeta [over the country, the planet], a person 

or group of people (sobre nosotros, los ciudadanos, la raza humana – over us, the 

citizens, the human race) or the future itself.

The most common collocational, colligational and (negative) prosodic prim-

ing pattern of CERNERSE is with the noun subject amenazas [threats]:

amenazas + relative pronoun + present tense of CERNERSE + sobre + noun

The following example illustrates this most clearly and typically:

Cuando hablamos de las amenazas que se ciernen sobre el planeta . . . 
[When we speak of the threats that loom over the planet . . . ].

The noun threat does not occur at all as a subject of LOOM LARGE. Even if we 

extend the analysis to consider all 899 BNC instances of the lemma LOOM (i.e. 

including those without large), there are only fi ve occurrences with threat, four of 

which occur with the present participle form looming (e.g. now there’s a new threat 
looming). This may give a clue that this is the typical English structure. In marked 

difference to the priming pattern of CERNERSE, there are only 22 instances of 

LOOM (0.25 per cent) that occur with a relative pronoun (e.g. This was one of two 
problems that loomed large at the time), none with the noun threat.

In order to identify common patterns in English, we can approach the con-

trastive analysis of this last point from the perspective of the grammatical 

subject, starting with a British National Corpus (BNC) search of collocates of 

2,000 examples of the noun threat. The results show that only 18 (0.9 per cent) 

occur as a subject with a relative pronoun. On the other hand, there are 559 

examples (28 per cent) of the phrase threat to, of which the two below, in envi-

ronmental texts, are typical:

all potential threats to the stratospheric ozone layer
the threats to our coastline are mounting.

This would suggest the following possible correspondence of colligation 

between the Spanish and English:

amenazas + relative pronoun + present tense of CERNERSE + sobre + noun

threats +                                                                                             to + noun.
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Moving on to consider the other prominent typicality of CERNERSE, its use with 

metaphors from meteorology, a search for the English equivalent of nubes [clouds] 

reveals the prominence of a different verb, namely gather rather than loom large:

War clouds were soon to gather.
When storm clouds gather on the horizon . . . 

It is interesting that the second example chimes very closely with two of the 

small minority of instances of CERNERSE which are followed by a preposition 

other than sobre:

un par de nubes oscuras se ciernen en el horizonte
[a pair of dark clouds loom/gather on the horizon].

The metaphorical nature of both the English and Spanish examples (referring 

to economic problems and to a general strike, respectively) merely confi rms 

the correspondence.

7.5.3 Triangulation

This contrastive study of examples from comparable English and Spanish cor-

pora is useful for identifying the global semantic prosody of a term, and even 

local prosody since it is supported by close analysis of individual examples, 

allied to the preferred syntactic structures or colligation. An important further 

step will be to supplement and extend it by a study of translations of the terms 

as found in actual translated texts. This may be achieved by studying a corpus 

comprising the Spanish daily El País Digital (www.elpais.es) and the American 

English version published in conjunction with the International Herald Tribune 
(available in the archives of El País Digital). In this way it is hoped that it will be 

possible to make the following triangulation, using CERNERSE/LOOM LARGE 

as an example (see Figure 7.1):

the translation of CERNERSE in specific
English TTs of Spanish STs;

the use of LOOM LARGE in specific
English TTs of Spanish STs.

CERNERSE in Spanish STs LOOM LARGE  in English STs

Figure 7.1 Triangulation of CERNERSE/LOOM LARGE
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A note of caution is necessary, however. As Pearson (2003: 18) emphasizes 

when analysing a corpus of articles from Scientifi c American and their French 

sister publication Pour la Science, the ‘translations’ in this kind of publication 

are often subject to cuts and adaptations for the target audience. In our case, 

the American English version is an eight-page collection of articles from the 

same or the previous day’s Spanish newspaper and some of these articles are 

a summary version of the ST. Many examples of CERNERSE in the Spanish 

therefore do not fi gure at all in the TT.

The tight translation deadline for the publication will certainly mean 

that the translators have little time for revision and may therefore adopt a 

Mini-max, cognitively less demanding ‘literal’ translation strategy. Since one 

hypothesis is that semantic prosody is not intuitive, this may mean that the 

translator will calque prosodies from ST to TT, for example, consistently trans-

lating una amenaza que se cierne as a threat which looms large, even when this is not 

the most appropriate for the given collocate. However, initial results, though 

tentative, do not confi rm this. Indeed, the picture is further complicated by 

some Spanish articles being translations from the English themselves. That is, 

a comment from an English ST is embedded in the El País text even if the fact 

of translation is concealed. The following example is from one such article on 

the then President George Bush’s policy on terrorism, translated into Spanish 

and published in El País on 25 June 2004:

la amenaza terrorista que se cierne sobre su país
[the terrorist threat that looms over his country]

This derives from the typical, condensed, English ST pattern the terrorist 
threat to his country. The syntactic amplifi cation in the Spanish demonstrates 

the strength in the mind of the translator of the typical CERNERSE colloca-

tional and colligational patterns we have identifi ed.

7.6 Awareness of Semantic Prosody

In our discussion of the theoretical writing on semantic prosody, we noted 

Louw’s distinction between ‘the encoder writ[ing] the device’ and ‘the device 

writ[ing] the encoder’. The potential for conscious manipulation of semantic 

prosody would seem to be limited, as discussed by Xiao and McEnery (2006: 106) 

who maintain that it is ‘at least as inaccessible to a speaker’s conscious introspec-

tion as collocation is’. This may be the case if an individual is asked to describe 

the prosody of a specifi c word, such as CAUSE. But the fact that a violation of 

prosody (e.g. Louw’s symptomatic of . . . ) can be identifi ed by the reader who then 

interprets the irony of the choice, shows that as readers we are at least to some 

extent aware of a word’s profi le. This, and the amenaza terrorista example at the 
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end of the previous section, would suggest that the translator may be aware of 

the general semantic prosody of target text alternatives (since these are in his/

her native language) even if he/she is sometimes less sensitive to subtle prosodic 

distinctions in the foreign source language. If true, this would be an interesting 

point of comparison to the fi ndings of an empirical study by Dam-Jensen and 

Zethsen (2008), who found that Danish MA translation students translating into 

English did seem to be aware of the prosodies generally associated with CAUSE 

and LEAD TO.

One of the subtleties is possible genre variation of semantic prosody, which 

deserves more attention. Nelson (2000), Tribble (2001) and Hunston (2007) 

suggest that there seem to be genre-specifi c values attached, Nelson fi nding 

that CAUSE is generally neutral in academic texts but not in business texts. 

Tribble examines project proposals. His fi ndings usefully merge collocation, 

prosody and colligation in the example of experience which has a specifi cally 

positive prosody associated with ‘a form of professional capital’. Hunston shows 

that CAUSE does not necessarily have a negative prosody in scientifi c writing. 

Interestingly, Hoey (2005; see also Chapter 6 this volume) demonstrates simi-

lar domain-specifi c sensitivity for lexical priming as well, giving the example 

of in winter, used in travel literature, and the semantically similar during the 
winter months, in gardening books. This type of phenomenon merits further 

investigation, both monolingually and in the context of translation.

7.7 Concluding Comments

The corpus-based approach to semantic prosody analysis adopted in this chap-

ter is really just a preliminary study to what is bound to grow as an area of 

investigation and which should provide very fruitful possibilities for collabora-

tive research. As collaboration grows between translation studies theorists and 

monolingual corpus linguists and software developers, analysis will become 

increasingly refi ned. Indeed, this is already the case, as we noted with the Sketch 
Engine and word sense disambiguation software, which offers a package that 

will give a visual ‘picture’ of the most common right- and left-placed collocates 

of a given search term (Kilgarriff, online); a similar presentation is offered 

in the Bank of English (http://www.titania.bham.ac.uk/) and the representa-

tive WordBanks of French and Spanish corpora (http://www.collinslanguage.

com/wordbanks/default.aspx, see Tucker 2004 for a comparative analysis of 

war and guerre using these resources). The Leeds collection of internet corpora 

(http://corpus.leeds.ac.uk/internet.html), for example, provides a wide range 

of collocational statistics that easily lend themselves to the analysis of semantic 

prosody. While an overall semantic prosody may be best revealed by corpus-

based methods (cf. Louw 1993, see Section 7.2 above), these methods in fact 

support the intuition, introspection and contextual evaluation of the analyst 
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(Stewart 2009: 44; 2010: 148). Thus, this combination of computer-assisted 

tools and close textual analysis allows both a quantitative and qualitative evalu-

ation of semantic prosody and colligation patterns, leading to greater insights 

into contrastive differences and the translation process.

Notes

1 The initial work for this chapter was supported by a British Academy Overseas 

Conference grant, for which grateful acknowledgement is given. My thanks to 

those who commented on earlier drafts, including Timothy Ennis.
2 See Stewart (2010) for a full-length discussion of the development of the concept.
3 There is a terminological argument here: Hoey (2007: 40) describes his own 

shift from ‘semantic prosody’ to ‘semantic association’ and also discusses an 

alternative term, ‘semantic preference’ (Sinclair 1998; Partington 2004; Stubbs 

2006).
4 Here, we follow the suggestion of Bernardini et al. (2003: 5) in adopting the ter-

minology of ‘comparable’ for ‘similar originals in two languages’ and ‘parallel’ 

for ‘originals and their translations’. To be more precise, and following Laviosa 

(2003: 106), our corpora are ‘monolingual comparable’ and ‘bilingual parallel’. 

There is, of course, considerable controversy over the representativeness of ‘rep-

resentative’ corpora, which purport to provide a broad representation of a whole 

language, itself fraught with questions surrounding genre and dialectal and 

regional variants, amongst others.
5 The Oxford Spanish Dictionary gives two illustrative examples, with different 

translations:

the problem loomed large in his mind
el problema dominaba sus pensamientos
[the problem dominated his thoughts]

superstition looms large in these tales
la superstición ocupa un lugar preponderante en estos relatos
[superstition occupies a preponderant place in these tales].
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Chapter 8

Using Translation and Parallel Text Corpora 
to Investigate the Infl uence of Global English 

on Textual Norms in Other Languages

Juliane House

‘Language’– said Edward Sapir some 80 years ago – ‘moves down time in 

a current of its own making. It has a drift.’ In this chapter I ask whether a 

language can today still drift or whether it is being pushed by the one lan-

guage that is more equal than others: global English. In trying to tackle this 

question, I deal with translation as the classic meeting point of different 

languages, and corpus studies as a useful tool. Concretely I wish to show how 

corpus-based translation studies can be fruitfully used to investigate – both 

qualitatively and quantitatively – the role that global English as the language 

with the greatest communicative potential and the most valued symbolic cap-

ital, has come to play today in initiating and propelling language change via 

language contact in translation and multilingual text production. I will fi rst 

give an overview of a project carried out at the German Science Foundation’s 

Research Centre on Multilingualism and briefl y sketch some major results 

of a series of qualitative case studies based on the multilingual corpus we set 

up in the framework of this project. Research assistants in this project have 

been: Nicole Baumgarten, Viktor Becher, Claudia Böttger, Svenja Kranich, 

Julia Probst, Demet Oezcetin and myself as principal investigator. I then 

describe some of our quantitative diachronic corpus analyses, discuss some 

tentative results and develop a set of explanatory hypotheses. In the third 

and last part of my chapter I address some more general methodological 

issues arising from such corpus-based work, focusing on the benefi ts and 

drawbacks of qualitative and quantitative multilingual translation-related 

corpus work.
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8.1 ‘Covert Translation’ – A Corpus-Based Translation 

Project Investigating the Impact of Global English on 

Textual Norms in Other Languages

Globalized and internationalized communication in many areas of contempor-

ary life has led to an increasing demand for texts which are meant for members 

of different linguistic and cultural communities. Such texts are either paral-

lel texts produced simultaneously in several languages or texts fi rst produced 

in one language (most frequently English) and later translated ‘covertly’ into 

different languages, that is, in such a way as to take account of differences in 

communicative styles in the source and target language communities. In the 

literature the term ‘parallel text’ is used with at least three different mean-

ings: in the fi rst case, text A is an independently produced text in language 

A, and text B is the translation of A into language B; in the second case, texts 

A and B are translation equivalent texts that are produced in parallel, that is 

simultaneously in languages A and B, and in the third case, texts A and B are 

both original texts in languages A and B, but are comparable in terms of their 

function, topic, genre and conditions of production. In our project, we use the 

term ‘parallel texts’ in the third sense.

A brief remark on the term ‘covert translation’ is appropriate here. In House 

(1977, 1981) and House (1997, 2009) I have distinguished between two types 

of translation: ‘overt’ and ‘covert’ translation. While an ‘overt translation’ is 

embedded in a new speech event in the target culture, and operates in a new 

frame, it also simultaneously co-activates the source text alongside the dis-

course world of the target text. An overt translation is thus a text which serves 

two masters, the source and the target linguistic-cultural communities. Owing 

to this dual nature, overt translations are not adapted – or culturally fi ltered 

to fi t target text conventions. Therefore, an overt translation can never achieve 

functional equivalence; only a second level functional equivalence is possible.

In contrast, a ‘covert translation’ is a translation which appears to be, and 

functions as a second original. The translation is covert because it is not 

marked pragmatically as a translation, but may, conceivably, have been created 

in its own right. In a covert translation, the translator creates an equivalent 

speech event, that is, she reproduces the function the original has within the 

linguistic-cultural context of the target language. Texts to be translated cov-

ertly are of potentially equal concern for members of different cultures, who 

may have different expectation norms with regard to communicative conven-

tions and textual norms, and it is through the application of a cultural fi lter 

that a covertly translated source text is adapted to fi t these new norms. Source 

culture-specifi c communicative preferences evident in the source text are 

thus fi ltered with a view to make them compatible with target textual norms, 

such that the resulting text gives the reader the impression that this text is 
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not a translation but a local text exemplifying a local genre. Cultural fi lter-

ing requires, of course, reliable information about the relevant language- and 

culture-specifi c communicative preferences. This kind of information can be 

drawn from the fi ndings of contrastive pragmatic discourse analyses for the 

language pairs involved. With regard to the language pair English/German, 

a number of dimensions of communicative preferences have been suggested 

(House 1996, 2002, 2003, 2006). The most important ones of these are the 

following three:

Dimensions of Communicative Preferences: English–German:

Interpersonal Orientation <––––––––––  Content orientation

Implicitness <––––––––––  Explicitness

Directness <––––––––––  Indirectness

English speakers were found to give preference to an interpersonal orienta-

tion, to implicitness and indirectness, whereas German speakers tended to 

show a tendency towards greater content-orientation, explicitness, directness 

and the use of ad-hoc formulations. In terms of the Hallidayan meta-func-

tions of language – the ideational and the interpersonal function – German 

discourse tends to emphasize the ideational function of language whereas in 

English discourse, equal weight is given to the interpersonal function. These 

communicative preferences in discourse conventions (supported by other 

German–English contrastive work by, among others, Heidi Byrnes (1986), 

Michael Clyne (1987), Monika Doherty (2002) and Catherine Fabricius-

Hansen (2004)) are, of course, mere tendencies on a continuum; they do not 

constitute a clear-cut dichotomy.

Given the dominance of the English language as a global lingua franca 

in many infl uential political, economic and cultural contexts, one may rea-

sonably assume that covert translations from English into other European 

languages, as well as parallel text productions, are infl uenced by the omnipres-

ence of Anglo-American linguistic-cultural norms. It is this assumption which 

underlies the project Covert Translation, carried out at the German Science 

Foundation’s Research Centre on Multilingualism. The research question of 

this project is whether target culture-textual conventions in translation and 

multilingual text production are disregarded so that source and target norms 

converge. In other words, we are trying to fi nd out whether the obvious, well 

documented impact that English, as a lingua franca, has on lexical items in 

other European languages and their local ‘shadow meanings’ (Chafe 2000), 

is now also spreading to the more hidden conventions of local text produc-

tion, such that target text conventions are superimposed by Anglophone ones, 

with the effect that cultural fi ltering is discontinued. In the case of English 
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and German texts – which this project initially handled – these adaptations or 

pragmatic shifts might be located along parameters of communicative prefer-

ences. Concretely we have set up the following working hypotheses formulated 

on the basis of English–German contrastive work:

a shift from the conventionally strong emphasis in German discourse • 

on the ideational function of language to an Anglophone interpersonal 

orientation;

a shift from a conventionally strong emphasis on informational explicitness • 

in German texts to Anglophone inference-inducing implicitness and prop-

ositional opaqueness;

a shift in information structure from packing lexical information densely, • 

integratively and hierarchically to presenting information in a more loosely 

linearized, sentential way; and

a shift in word order such that the German • Satzklammer with its two discon-

tinuous left and right parts give way to more continuous, juxtaposed pos-

itions of the two parts.

These hypotheses are tested using a multilingual translation and parallel text 

corpus, which can be displayed graphically as in Figure 8.1.

This corpus is a dynamic, implicitly diachronic translation and parallel 

text corpus. It contains texts from three genres: computer instructions, popu-

lar science texts and (external) business communication. These genres were 

selected because they represent areas in which globalization and internation-

alization processes are arguably most marked. In the fi rst phase of the project 

work, the texts were prepared for in-depth qualitative analysis, that is they 

were scanned, transcribed and segmented according to orthographic utter-

ance units. In order to guarantee comparability of the three genres, we have 

selected on the basis of text-external and text-internal characteristics, a text-

ual stretch functioning as an introduction (‘scene setter’) for what follows in 

the body of the text. In the three genres selected, these stretches are: (1) intro-

ductory remarks in computer instructions; (2) letters to shareholders, visions 

and mission statements in economic texts; and (3) opening paragraphs and 

editorials of popular science texts (e.g. from the journals Scientifi c American, 
UNESCO Courier and National Geographic). For our quantitative analysis we con-

sider the texts in their entirety.

The corpus is made up of three mutually contextualizing parts which will be 

characterized in what follows. The Primary Corpus is a translation corpus and 

comprises the original English texts and their translations into German. We 

use this sub-corpus to investigate the translation relation English–German. 

The Parallel Corpus contains English and German authentic texts from the 

same three genres with comparable topic orientation. We analyse these texts 



 Using Translation and Parallel Text Corpora 191

to establish genre-specifi c and language-specifi c text norms and conventions, 

which we then relate to the text norms and conventions that govern the trans-

lations in the respective languages. The Validation Corpus serves to validate the 

results of the analyses of texts from the Primary Corpus and the Parallel Corpus. 
The Validation Corpus holds translations from the same three genres into the 

opposite direction, that is, from German into English, as well as translations 

from English into French and Spanish. We analyse this part of the corpus to 

verify whether the fi ndings of the analysis in the translations and parallel texts 

are specifi c for the language pair German and English and the translation 

relation English–German or not.

At the time of writing this chapter, there were 550 texts in our three sub-

corpora of about 800,000 words. Over and above these corpora we have also 

collected a newspaper corpus (English–German parallel editions as well as 

texts taken from French and Spanish newspapers). Additionally, we have col-

lated background documentation for all three parts of the corpus: documents 

describing institutional contexts, translational briefs, and so on. To further 

VALIDATION CORPUS

PARALLEL CORPUS

PRIMARY CORPUS

French Translations

Spanish Translations

GERMAN TEXTS

English Translations

FRENCH TEXTS

SPANISH TEXTS

Interviews
Background Documentation

German Translations
ENGLISH TEXTS

Figure 8.1 The project corpus of the Hamburg ‘Covert translation’ project: a 

translation and parallel text corpus
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validate the results of our analysis, we have conducted in-depth interviews with 

translators, editors, writers and other persons involved in the text production 

and reception.

The model for the qualitative analyses in this project is my systemic-functional 

translation evaluation model (House 1977, 1997 and 2009, see Figure 8.2).

This model is primarily based on Halliday’s (1994) systemic-functional the-

ory, but also draws on the Prague School functional stylistics, speech act the-

ory, discourse analysis and contrastive pragmatic analysis. The model provides 

for a detailed analysis of texts in terms of the three levels of language, register 

and genre, which are interrelated as follows: The parameters fi eld, tenor and 

mode are used to open up the frozen textual material such that a particular 

textual profi le, which characterizes the text’s function, can be revealed. Once 

the characteristics of a particular text have been established through detailed 

textual analysis along the three contextual parameters fi eld, tenor and mode, 

a particular genre can be described. Genre is a socially established category 

characterized in terms of the texts’ communicative purpose. It links an indi-

vidual text to a class of texts united by a common communicative purpose and 

refl ects language users’ shared knowledge about the nature of texts of the 

same kind – taking into account both text producer’s and recipient’s norms 

of expectation. Analysis and comparison by means of this model allows one 

to reveal similarities and differences between originals and their translations, 

Figure 8.2 The model for analysis: a scheme for analysing and comparing ori-

ginal and translation texts (House 1997, 2009)
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and in the case of this project the model can serve as a basis and means for 

diagnosing changes in German textual norms in selected genres. The claim is 

that in-depth comparison of linguistic forms in specifi c, describable contexts 

and genres can reveal the impact that the English language has on translation 

and parallel texts.

Analysis and comparison of some 80 English originals and their German 

translations, as well as 30 German originals in three selected genres (eco-

nomic texts, popular science texts and computer-related texts) have shown 

that our hypothesis that cultural fi ltering is discontinued due to the powerful 

infl uence of English textual conventions is essentially not confi rmed. In other 

words, we have shown that German translations of English texts of selected 

genres continue to use a cultural fi lter. The interpersonal functional compo-

nent is still conventionally given less prominence in the German texts than is 

the case in the English originals. Further, the German translations examined 

are generally more explicit in the description of states of affairs and events 

giving priority to detailed explication of information content, thus leaving less 

room for inferencing and showing – in comparison to the English originals – a 

less strongly marked addressee-orientation. The lexico-syntactic changes in 

the German texts hypothesized to accompany potential changes in textual 

conventions (information distribution and word order) were also not notice-

able. These results are generally supported by our interview data elicited from 

authors, translators, editors and translation commissioners.

One explanation for the fact that our working hypotheses were not con-

fi rmed might be that in translations, language contact takes place in the heads 

of highly professional, linguistically trained experts. As qualifi ed profession-

als, such persons tend to be very aware of the type of contrasts and similarities 

between the two language systems. As a consequence, they will positively avoid 

interference in the act of translation – a behaviour supported by our inter-

view data. If this assumption is correct, one might hypothesize a potentially 

stronger infl uence of the English language over time in the parallel texts, as 

these ‘innocent’ monolingual texts are not affected by the translation rela-

tion. Analyses of German and English parallel texts, which would test this 

hypothesis are being undertaken (for a detailed description of the project, see 

Baumgarten et al. 2004).

However, to make matters more complicated, analyses of several popular sci-

ence and economic texts do point to a shift in the weight given to the interper-

sonal function in the German texts, in particular with regard to expressing 

(authorial) ‘stance’ (Biber et al. 1999), ‘subjectivity’, ‘perspective’ and ‘point of 

view’ (Carlota Smith 2002, 2003) as well as addressee-orientation and involve-

ment (Nuyts 2001). No major conclusions about these fi ndings can be drawn as 

yet, and neither can Anglophone infl uence on German textual norms be diag-

nosed. Suffi ce it to say that we may be at a stage of transition, where German 

textual norms are beginning to be adapted to Anglo-American norms in the 
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process of translation. For instance, in modern letters to shareholders we dis-

covered a tendency towards imitating the Anglo-American originals in the 

German translations in terms of integrating more narrative elements into the 

texts instead of simply reporting facts, states of affairs and development, as 

used to be the case in this particular German genre. We might therefore be 

faced with a new type of ‘genre-mixing’ (Böttger 2004). And in modern popu-

lar science texts, too, there is a move away from the usual strict ‘scientifi cness’ 

that used to characterize German popular science texts, towards – admittedly 

in a moderate way – a greater degree of popularization in the sense of ‘info-

tainment’ and ‘edu-tainment’. The German popular science texts may thus be 

in a process of becoming more person-oriented, that is more similar to compar-

able English texts in terms of the linguistic expression of an authorial stance 

and audience design or addressee involvement. Genre-mixing, too, seems to 

have begun creeping in to modern German popular science texts, that is, these 

texts show elements known to be part of journalistic texts and advertisements, 

for example, heavier use of personal deixis, and the simulation of an inter-

action between author and reader via mood switches and particular ways of 

framing the text – phenomena previously found primarily in English popular 

science texts. While the results of our analyses are also supported by evidence 

from narrative interviews with translators, editors and other persons relevant 

to the translation activity, it is essential that we follow up our case studies with 

quantitative and more consistently diachronic analyses. It is this quantitative 

diachronic work which is presented in the second part of this chapter.

8.2 Quantitative Analysis of a Special-Domain (Popular 

Science) Translation and Parallel Text Corpus

On the basis of the results of our qualitative textual analyses, we conducted 

quantitative and diachronic corpus analyses in order to test our project hypoth-

eses. We started with the popular science sub-corpus and the testing of the fi rst 

hypothesis mentioned earlier, that is, that there is a different weighting of the 

interpersonal functional component in German translations over time due 

to an infl uence of Anglophone norms on German texts. We decided to fi rst 

examine the domain of subjectivity. For this, we had to fi rst clarify the concept 

of subjectivity in order to be able to operationalize it in order to enable quan-

titative corpus research.

Subjectivity plays an important role in how meaning is construed. Linguistic 

forms which involve subjectivity can be defi ned with Lyons (1977: 739) as ‘devices 

whereby the speaker, in making an utterance, simultaneously comments upon 

and expresses his attitude to what he is saying’. Subjectivity therefore has to do 

with the expression of a particular attitude, a particular point of view or perspec-

tive. It can be characterized as a semantic-pragmatic process whereby meanings 



 Using Translation and Parallel Text Corpora 195

become increasingly based on a speaker’s affect and attitude towards the prop-

osition. It is also related to Biber’s (1988) and Biber et al.’s (1999) notion of 

stance as well as Chafe’s (1994) and Nuyts’ (2001) notion of an evidential dimen-

sion in discourse. Of the three functional-semantic components postulated in 

Hallidayan theory, namely the ideational, the interpersonal and the textual, we 

are here primarily concerned with the interpersonal component. And in look-

ing more closely at the phenomenon of subjectivity, we are at the same time 

concretizing the above mentioned rather vague project hypothesis (that there is 

a shift in the weighting of the interpersonal and the ideational function) by pin-

pointing the interpersonal as subjectivity and addressee orientation (in a later 

project step). In hypothesizing a shift (over time) towards a more subjective pres-

entation of states of affair in discourse, we are also in line with the assumptions 

put forward by adherents of grammaticalization theory that language change 

tends to occur in the direction of categories that are related to the speaker/

writer themselves and their relationship to the utterance. But how is subjectiv-

ity realized linguistically? We are certainly aware of the fact that – as Carlota 

Smith (2003) demonstrated – subjectivity encompasses a dazzling multitude of 

different linguistic phenomena which interact. One can, however, start with an 

ensemble of at least the following linguistic makers:

 1.  modal auxiliaries

 2.  sentence adverbials

 3.  matrix clauses

 4.  personal deixis

 5.  deictic/phoric procedures (pronominal adverbials or composite deictics)

 6.  modal particles

 7.  mental state predicates

 8.  parenthetical commentaries

 9.  mood switches

10. modal adjectives and nouns.

This list of subjectivity-indexing phenomena (which is far from complete) 

shows that MODALITY plays a central role in indexing subjectivity, and with it, 

of course, the classic distinction between root, agentive, non-deictic or deontic 

modality expressing forms on the one hand and forms expressing epistemic or 

deictic modality on the other. At fi rst glance, one would assume that it is exclu-

sively epistemic modality which one would need to examine with regard to the 

phenomenon of subjectivity as it expresses speakers’ involvement in the utter-

ance. I do not wish to discuss the complex area of modality here. It is suffi cient 

to say that we follow a rather broad conception of modality as expounded, for 

instance, by Radden (1999). In other words, we go beyond viewing epistemic 

meanings as capturing mainly necessity and possibility, and deontic meanings 

capturing mainly obligation and permission. In a wider sense, deontic modality 
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also comprises functions such as desirability, determination and assumption. 

It is this wider sense, then, which we follow in our work positing that deontic  

modality also captures subjectivity, in that it too is related to non-factual 

events, to speakers’ attitudes and decision processes in a wider sense of the 

evaluation of the propositional content. All modal verbs, as  ‘grounding predi-

cates’, can in this view be interpreted as providing a shift from an  objective 

to a subjective presentation of states of affairs, where the speaker is involved 

in the utterance offstage, and this is also documented from an evolution of 

the modal verbs from originally lexical verbs to deontic and epistemic modal 

verbs. While epistemic modality is centrally related to a speaker’s assessment of 

possibility and probability, and root modality is centrally related to permission 

and obligation, the latter also encodes speakers’ commitment to the necessity 

or permissibility of an action – and the lines are blurred, especially as the same 

linguistic forms are used for both. Thus, for the purpose of the project ana-

lyses of subjectivity, both root and epistemic modality count as they can both 

be described as capturing subjective performative functions.

In German, modality as an independent subjective resource tends to be real-

ized to a much higher degree than in English via modal adverbs, and in par-

ticular modal particles (Modalpartikeln) – a typical feature of the grammar of 

German. While more frequent in spoken discourse, they are also used in writ-

ten discourse. German thus provides alternative means of expressing modal-

ity, that is, the responsibility for expressing is split up over different competing 

linguistic means. Modal particles do not exist in English, in oral discourse they 

are often rendered via intonation (cf. Salkie 2002 for a contrastive analysis of 

German and English modal verbs).

In order to trace the infl uence of English on German texts diachronically 

through translational language contact over time, a quick review of the results 

of existing diachronic corpus studies in the domain of modality or subjectiv-

ity is in order. Thus, for instance, Krug (2000) found a decline of the use of 

central modal verbs (can, must, may, might, etc.) in terms of frequency, and an 

increase of the semi-modals such as be to, be going to, have to, have got to and want 
to. Similarly, Leech (2003) claimed in a diachronic quantitative study that cen-

tral English modal verbs are declining in both American and British English 

with semi-modals gradually gaining ground. Leech explains this decline with 

reference to the current processes of Americanization, colloquialization and 

democratization leading to a less authoritarian role by the speaker/writer. 

Leech’s fi ndings as well as Mair’s (1997) are based on corpus evidence from 

major written and spoken British and American English corpora (The LOB, 

FLOB, BROWN and FROWN corpora). Nicholas Smith (2003) also confi rms 

this decline of the use of central modal verbs, particularly in the obligation/

necessity domain in LOB and FLOB. He explains the decline of must by point-

ing to a trend towards eliminating overt power markers and an increasing 

emphasis on equality of power, or at least an appearance of an equality of 
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power. With reference to the use and distribution of may in the International 
Corpus of English (ICE), Facchinetti et al. (2003) showed that may is the most 

frequently used epistemic modal verb in scientifi c and popular scientifi c texts – 

may being used to tone down, and to withhold complete commitment, thus 

allowing information to be presented as an opinion, rather than as a fact.

Returning to our project’s quantitative diachronic analysis of the phenom-

enon of subjectivity, we have investigated the use and distribution of the fol-

lowing phenomena: modal verbs, sentence adverbials, speaker–hearer deixis, 

composite deictics and modal particles. Our research question governing this 

diachronic quantitative work was to fi nd out whether these different subject-

ivity phenomena were realized in German over time in such a manner that it 

reveals English infl uence. Thus modal verbs would increase at the expense of 

modal particles. Sentence adverbials, speaker–hearer deixis would increase 

following the Anglophone norm model, and typically German grammatical 

phenomena such as modal particles and composite deictics would decrease 

because comparable devices do not exist in English.

The counts were carried out in fi ve subsets of our popular science transla-

tion and parallel text sub-corpus:

1. English original texts from 1978 to 1982 (42,497 words)

2. The German translations of these texts (37,830 words)

3. German original (monolingual) texts from 1978 to 1982 (82,480 words)

4. English original texts from 1999 to 2002 (122,866 words)

5. The German translations of these English texts (113,420 words)

6. German original (monolingual) texts from 1999 to 2002 (100,648 words).

All texts examined in our quantitative analysis are published texts, and all 

the texts have appeared in the popular scientifi c journals Scientifi c American, 
New Scientist and Spektrum der Wissenschaft. All counts have been normalized on 

the basis of 10,000 words. The corpus is fully tagged, but not yet completely 

aligned. This means that our analyses do not yet include an analysis of transla-

tion relations, rather we have looked at the sub-corpora separately, and the 

results to be described in what follows are at present simple frequencies based 

on concordancing values.

Next, we present some of our tentative results with regard to modal verbs, 

sentence adverbials, speaker–hearer deixis, composite deictics and modal 

particles.

8.2.1 Modal Verbs

As opposed to the fi ndings by Krug, Mair, Leech and others described above 

that central modal verbs in English are declining, the quantitative analysis of 
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our small, special domain translation and parallel text corpus of English and 

German popular science texts, has shown that there is an increase in the use 

of central modals verbs in the time spans 1978–1982 and 1999–2002 in both 

languages (see Figure 8.3).

An explanatory hypothesis might be that this particular genre, popular sci-

entifi c texts, lends itself to subjectivity-marking in that scientifi c facts and 

fi ndings are popularized, that is evaluated and set into perspective for the 

lay reader who is made to see these facts through the eyes of either a sci-

ence writer or a scientist in the role of commentator on their own research. 

Interestingly, the exception from this increase in the English sub-corpora is 

the use of must and should, both of which decline, in German it is müssen 
which declines. The decline of must/müssen and should in the English popular 

science texts might be explained with reference to what Leech (2003) called 

‘the global processes of democratization and colloquialization’, which would 

leave no room for strong obligation or logical conclusion modals where par-

ticipants are set up as in authority. In the German translations, müssen (the 

modal with the second highest frequency) has shrunk over time in a similar 

way to the English originals, with sollen used with increasing frequency in 

its stead. It is impossible to say on the basis of our data whether this is so 

because of the trend observed in the English texts, or because of a general 

trend towards democratization.

The German modals dürfen and mögen (may/might, will) – both used pre-

dominantly as epistemic and thus strongly subjective devices – occur more fre-

quently in the German originals, and their use in the translations increases 

over time – an interesting feature given the concomitant decline of the more 

forceful authoritarian müssen/must, and the markedness of the modal mögen 
as formal, written and semi-archaic. We suggest that given the frequency of 

may/might/will – the most likely English equivalents that are used with increas-

ing frequency in the English originals – an infl uence of English on German 

should not be excluded. A closer look at the uses of mögen in later German 
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Figure 8.3 Modal verbs (E = English, DÜ = German Translation, D = German).
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translated texts shows, however, that mögen is often used in direct quotations 

or in the formulaic use of routinized structures, collocating with, for example, 

was (auch) immer (whatever). Thus:

Was immer Besonderes uns auszeichnen mag . . . 
Was auch immer die ursprüngliche Gestalt sein mag . . . 

This may be interpreted as a sign that the use of mögen, a rather rare old-
fashioned modal as contemporary German usage goes, as translation equiva-

lents of may/might/will is limited to a rather restricted formal environment. 

In the original German texts, however, mögen is not used inside formulaic 

structures.

Taken together, the fi ndings in the area of modal verbs are ambigu-

ous between Anglophone infl uence on the German translation and – more 

likely – the impact of powerful global trends towards colloquialization and 

 democratization not only in the fi eld of modality but in Western discourse 

generally.

8.2.2 Modal Particles

Modal particles can be interpreted as lexico-grammatical devices that impli-

citly realize the speaker/writer in the text. They form a rich and variegated 

system in German, and comprise such little but pragmatically potent words 

as ja, doch, denn, eigentlich, wohl, etwa, schon, nur, vielleicht and so forth. Modal 

particles have little stable lexical meaning themselves. We found that in our 

data, modal particles provided a sort of entourage for the modal verbs in the 

German corpora acting like satellites additionally upgrading or downgrading 

the modal values of the verbs with which they co-occur.

The use of modal particles, a particularly German semantic-pragmatic 

device, has substantially increased in both the translations and the parallel 

texts over time (see Figure 8.4). Surprisingly, the older German original texts 

featured fewer occurrences of modal particles than the older German transla-

tions, and there is a marked increase in the newer German translations.

As concerns the tokens of the modal particles used in the different 

 sub-corpora, the more recent German translations also feature a much 

greater variety of modality markers than the earlier ones. This might be 

interpreted as a sign of a healthily productive indigenous system. In this 

domain, then, which is very important for the expression of subjectivity in 

German – German translations remain very German texts indeed. And this 

result also means that the German translations have become more openly 

 subjective – presumably as a refl ection of the type of global communicative 

trend  mentioned before.
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Figure 8.4 Modal particles (DÜ = German Translation, D = German).

8.2.3 Speaker–Hearer Deixis

There is a marked increase in the use of speaker–hearer deixis in both English 

and German (see Figure 8.5).

The increase in the use of speaker–hearer deixis is particularly striking in the 

case of the fi rst person plural personal pronoun, we/wir, with possessive  determiners 

my/mein and in the English texts also with the plural possessive determiner our. The 

presence of human participants in the text – as overt marking of subjectivity – has, 

therefore, substantially increased in both English originals and German transla-

tions. In the German originals, nearly half of the cases of personal deixis occur 

inside direct quotations, co-occurring with mental and verbal processes:

Ein eingefügtes ‘Äh’ oder ‘Soll ich mal sagen, dass . . . ’

Das wird von dem Meteorologen Wladimir Koeppen vom 6. November 1911 so for-

muliert: ‘Ich glaube doch, Du hältst meinen Urkontinent für phantastisch’

Outside of such quotations, the personal pronoun we is used impersonally, syn-

onymously with one in the German originals in 61 cases out of 152:

Heute wissen wir, dass die Flugsaurier dem großen Sauriersterben an der 

Wende . . . 

Müssen wir aber überhaupt zwischen den beiden entgegengesetzten 

Erklärungen entscheiden?
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In the older German translations, we found 22 such impersonal uses of 

wir out of 50 instances. By contrast there is a comparatively low incidence 

of such impersonal uses of we in the older English originals, that is 13 out 

of 117.

This personal deictic use of we collocates in both the early and – much more 

marked – the later English originals, with reference to collective  entities, 

that is, I, we, and particularly my/our frequently co-occur with nouns such 

as group, colleagues, research team, laboratory and doctoral students as for 

instance in:

More recently my colleagues and I at the Centre Nationale de la Recherche 

Scientifi que . . . 

The system my group at university college London uses . . . 

My colleagues and I (then at Clark University) devised the following experi-

ment . . . 

The most interesting fi ndings have come from experiments in which we and 

our colleagues produced mouse chimeras.

There is no such embedding of individuals in a collective identity in the older 

German translations and the older German originals. However, in the newer 

German translations this has changed. True, here we also fi nd many direct 
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quotations with personal deixis, as well as personal anecdotes and narrative 

inserts forcing as it were, the use of personal deixis, but we also fi nd clusters 

of collective nominals: meine Gruppe, unsere Doktoranden, meine Mitarbeiter and 

so on. The use of speaker–hearer deixis thus seems to be a good candidate 

for Anglophone infl uence, but it may also be the case that this usage sim-

ply refl ects global changes in the research culture or it may be that global 

Anglo-Saxon ways of conducting and reporting on research have infl uenced 

research in other countries.

8.2.4 Sentence Adverbials

The use of sentence adverbials increases over time in both the English origi-

nals and the German translations, but decreases in the German parallel texts 

(see Figure 8.6).

Given liberal German word order rules, one might assume that sentence-ini-

tial positions as stylistically marked cases in German would increase under the 

infl uence of the English language, where such extrapositions are a less marked 

stylistic option. However, fi rst, sentence adverbials occur more frequently in 

the older German originals than in the older German translations. Secondly, 

of the three types of sentence adverbials: modal (obviously, disturbingly, etc.), 

locally structuring (consequently, accordingly, etc.) and globally structuring 

(fi nally, fi rstly, etc.), it is only modal sentence adverbials which seem to imitate 

the English trend (but the increase in German is higher than it is in English). 

Interestingly, German globally text-structuring adverbials resist English infl u-

ence – a result which confi rms our qualitative analyses and also reminds one of 
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the results of Michael Clyne’s (1987) classic contrastive German–English dis-

course studies. Overall, the fi ndings with regard to sentence adverbials cannot 

be taken as supporting the thesis of a direct impact of English textual norms 

on German norms, but they do point to an overall trend towards an increased 

expression of speaker’s perspective, of subjectivity.

8.2.5 Composite Deictics (i.e. Pronominal Adverbials or 
Phoric/Deictic Devices)

The occurrence of this particularly German lexico-grammatical textual phe-

nomenon (cf. Rehbein (1995), who calls these devices ‘zusammengesetzte 

Verweiswörter’) has slightly increased from the older German originals to the 

older German translations to the newer translations, and has substantially 

increased from the older German originals to the newer ones (see Figure 8.7).

German composite deictics are words with tokens like dazu, dabei, damit, 
hierzu and hieran. They function as mental signposts guiding readers through 

the text, summarizing portions of the text for them, accumulating and con-

densing textual stretches as well as commenting on textual information for 

them. Since there is no English equivalent for these devices, direct infl uence 

from the English original texts to the German translations can be ruled out.

From the older translations to the newer ones we can detect recourse to a 

greater variety of these devices. This is over and above the 30 different tokens 
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of composite deictics which we found in the older German originals and trans-

lations, namely:

dadurch, dagegen, daher, dahinter, damit, danach, darauf, daraus, darin, darüber, 
darum, darunter, davor, dazu, dementspechend, demnach, deshalb, hieraus, hierbei, 
hierfür, hierzu, stattdessen, wobei, wodurch, woher, worauf, woraus, worin, wovon, 
wozu.

The newer translations feature an additional fourteen different tokens, 

namely:

daneben, dazwischen, demgegenüber, demgemäß, demzufolge, deswegen, hieran, hiermit, 
hierin, hierüber, hiervon, wofür, womit, wonach.

This added variety in the case of this particular brand of German connectives 

clearly speaks against an intrusion into German textual norms by English con-

ventions, but rather suggests a certain resistance, or at least a conservatism of 

local German norms.

8.3 Results and Discussion

What are we to make of these results? Obviously, they do not unambiguously 

confi rm or disconfi rm our hypotheses, that is, the results of our investigation of 

the different domains of subjectivity cannot be said to support our hypotheses 

that there is a direct infl uence of English on German texts in terms of a greater 

weight of the interpersonal function through the process of translation.

With respect to the use of modal verbs, we found a greater increase in the 

occurrence of modal verbs in English than in German. By contrast, the use 

of modal particles as a particularly German way of expressing modality has 

considerably increased over the two time frames examined. Also, we found a 

greater variety in the use of modal particles in German.

In the domain of speaker–hearer deixis, we found a remarkable increase 

in its occurrence in both English and German, and thus potentially a strong 

increase in overtly marked subjectivity.

With regard to the other fi elds of expressing subjectivity, that is sentence 

adverbials and composite deictics, the situation is unclear. The use of sentence 

adverbials in the German texts did not unambiguously follow the English 

model, but there is an increase in a particular type of sentence adverbials, 

namely modal sentence adverbials, and this may indicate a rise in subjectiv-

ity. The occurrence over time of composite deictics can be interpreted as a 

gain in subjectivity, but it cannot be taken as an indication of direct English 

infl uence.
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Taken together, while some of our preliminary fi ndings support our hypoth-

esis of direct English infl uence via translation, others disconfi rm it, and still 

others may be interpreted as supporting a general shift in discourse towards 

marking subjectivity to a greater degree. In order to come to terms with these 

fuzzy results, and in order to see more clearly what their relevance is both for 

the research question of our project and for the study of translation as a locus 

of contact between hegemonic English and other languages, I suggest the fol-

lowing three explanatory hypotheses or models:

Model 1: Translation as mediator of the English take-over: the translation process effects 
change. Here translation is in fact the locus of change: translation as a means of 

language contact aids the original infl uence of its translations. This would be 

the case where texts formerly lending themselves to being covertly translated 

are no longer culturally fi ltered but anglicized, their own norms and conven-

tions being eclipsed and appropriated.

Model 2: Universal impact of globalization: translation as refl ector of change and not 
instigator thereof. The translational process refl ects change, as agents in the 

service of globalization and international Zeitgeist. Despite its role as locus 

classicus of language contact, it is not through translation that norms in the 

L2 change, it is rather through the overpowering and omnipresent presence 

of hegemonic English that changes in textual conventions arise.

Model 3: Translation as cultural conservation: the translational process resists change. 
This is the type of hypothesis I suggested earlier with regard to the bulk of our 

qualitative case studies where there was no change in the rites of covert trans-

lation, that is, translators as professionals, as language experts who are highly 

aware of contrasts and differences between languages and thus preserve the 

norms of the target text genre.

8.4 Using Corpus Analysis in Translation Studies: 

Towards a New Paradigm?

In conclusion, I want to make a few general remarks about corpus translation 

studies and qualitative and quantitative analysis, and suggest a combination of 

the two. In the case of the work presented above this would mean, for instance, 

to link our quantitative results to the type of richly contextualized translation 

analysis and comparison of our case studies.

A corpus in translation studies has a useful function as one of many tools of 

scientifi c inquiry. Regardless of frequency and representativeness, corpus data 

are useful because they are often better data than those derived from acciden-

tal introspections, and for the study of certain problems such as overall devel-

opment of the use of modal verbs, corpus data are indeed the only available 
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data. But if the use of corpora is to maximally fulfi l its potential, it should be 

used in conjunction with other tools, that is, introspection, observation, text-

ual and ethnographic analysis. In translation studies, as in other disciplines, 

we must assess the relative value of the analytical–nomological paradigm on 

the one hand, where already existing hypotheses (and categories) are to be 

confi rmed or rejected, and where variables are explicated and operational-

ized, and the explorative–interpretative paradigm on the other hand, where 

in-depth case studies are conducted to develop categories for capturing newly 

emerging phenomena. It is important that these two lines of inquiry, the quali-

tative and the quantitative, are not considered to be mutually exclusive, rather 

they should be regarded as supplementing each other.

Corpus evidence, and especially impressive statistics, should not be seen as 

an end in itself, but as a starting point for continuing richly (re)contextual-

ized qualitative work with values one fi nds interesting – and these must not 

necessarily be the most frequent phenomena, for the least frequent values can 

also catch one’s attention. In the last analysis, the object of corpus translation 

studies should not be the explanation of what is present in the corpus, but the 

understanding of translation. The aim of a corpus is not to limit the data to 

an allegedly representative sample, but to provide a framework for fi nding out 

what sort of questions should be asked about translation and about language 

used in different ways. The value of corpus translation studies lies in how it is 

used. Corpus translation studies is not a new branch of translation studies, it is 

simply a methodological basis for pursuing translation research. In principle, 

it should be easy to combine corpus translation studies with many other trad-

itional ways of looking at translation. If this is done, corpus translation studies 

can greatly enrich our vision.
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Chapter 9

Off the Record and On the Fly: Examining 
the Impact of Corpora on Terminographic 

Practice in the Context of Translation

Lynne Bowker

 . . . the use of corpora in terminography work will no doubt raise a host of new issues. 
One of the most important will be the effects of the new tools on the terminographer’s 
traditional work methods.

Meyer and Mackintosh (1996: 278)

In the words of Anobile (2000: vii), ‘the transformations in the language industry 

following the groundswell of globalized trade are nothing short of revolutionary’. 

Globalization is a driving force behind the dramatic increase in the demand for 

translation, and one of the by-products of this has been a renewed interest in the 

potential of technology for helping translators to work more effi ciently.

When new technologies are fi rst introduced into a profession, it is not possible 

to know immediately what the long-term effects will be. It is only with time that 

the impact of applying a given technology can be observed. Electronic corpora 

and associated tools for corpus processing have now been in widespread use 

in the translation profession for approximately fi fteen years. Therefore, it is a 

good time to look back over the use of these tools during this period, and to 

refl ect on the changes that they have brought about. By assessing and under-

standing these changes, we will be in a better position to develop strategies for 

moving forward, such as designing new types of resources for translators or 

making modifi cations to the curricula of translator training programmes in 

order to refl ect the new reality of the translation profession.

This chapter will assess the impact that corpus-based resources and tools 

have had on terminological research and particularly on the terminographic 

practices of the terminologists and translators who use them. For the purpose 

of this chapter, corpus-based resources and tools include not only collections 

of electronic texts that can be interrogated with the help of tools such as con-

cordancers and word listers, but also pairs of texts that have been aligned and 



212 Corpus-Based Translation Studies

stored in specially designed databases for processing by tools such as transla-

tion memory systems or automatic term extractors. Moreover, although termi-

nology work can be carried out in monolingual contexts, the focus here will be 

on terminology research carried out to meet the needs of translators.

The chapter is divided into four main sections. Section 9.1 briefl y presents 

the discipline of terminology proper and investigates the work carried out by 

terminologists, looking specifi cally at how technology has been integrated into 

this profession. In Section 9.2, the attention shifts to the use of corpus-based 

technologies by translators, who not only use the terminological resources (e.g. 

term banks) produced by terminologists, but who also engage directly in termi-

nological research in order to fi nd solutions to translation problems that they 

encounter. Section 9.3 contains a comparative discussion of the impact of cor-

pora on the process and the product of terminological research as carried out 

by terminologists and by translators. Finally, Section 9.4 concludes by suggesting 

that, since the use of corpus-based tools and resources has resulted in a diver-

gence in terminographic practices in these two professions, it may be time to 

consider modifying the nature of terminology training offered to translators.

9.1 Terminologists and Term Banks

Terminology is generally understood to refer to ‘the scientifi c study of the 

concepts and terms used in specialized language’ (Pavel and Nolet 2001: xvii). 

Terminologists typically engage in what is known as thematic or subject fi eld 

research, where they attempt to map out all the concepts in a subject fi eld and 

to provide detailed information on these concepts, including terms and their 

equivalents, textual support and basic usage information. Once this data has 

been gathered, analysed and processed, the end result is usually a terminologi-

cal resource such as a term bank.

Term banks were among the earliest computer applications in the language 

fi elds. The fi rst was Eurodicautom (now known as InterActive Terminology for 
Europe (IATE)) in 1963, and others soon followed, including the Banque de ter-
minologie du Québec (now known as Le Grand dictionnaire terminologique (GDT)) 

in 1969, and TERMIUM in 1974 (Rondeau 1984: 160). Their primary purpose 

was to act as a repository for storing and disseminating termino logical data.

The basic unit of information in a term bank is the term record, which con-

tains information about terms and the concepts they represent. As described 

by Pavel and Nolet (2001: xix), ‘all of the collected information is analyzed, 

fi ltered, structured, and condensed into a terminological record’. Many tem-

plates have been proposed, but most bi- or multilingual term records allow for 

at least the following basic types of information to be recorded in each lan-

guage: domain, entry term, grammatical information, synonyms, defi nition, 

context, observations, usage information (e.g. register, regional restrictions) 

and sources. Figure 9.1 shows a sample term record from TERMIUM. One 

important thing to note is that, as stated above by Pavel and Nolet, the infor-

mation is most defi nitely condensed.
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The degree to which the information is condensed can sometimes be 

 problematic given the wide range of users that a term bank is intended to 

serve. Sager (1990: 197–200) identifi es a number of distinct user groups 

including (a) subject specialists, who often consult such resources for reassur-

ance, but who sometimes need to ascertain the meaning of an unknown 

term; (b) information scientists, who perform tasks such as indexing of spe-

cialized documents; (c) language planners, who are charged with developing 

or maintaining a language and have a particular interest in standardization; 

(d) teachers and students, whether studying language or a specialized fi eld; 

and (e) professional communication mediators, including specialized trans-

lators. According to Rondeau (1984: 148) and Sager (1990: 197), the latter 

make up the largest user group of term banks.

Figure 9.1 Term record from TERMIUM
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Each group has different needs and the range of information recorded on 

the term records is not suffi cient to meet all of these needs equally well. For 

instance, Sager (1990: 197), when discussing translators as term bank users, 

notes ‘their use of reference tools is more conditioned by the need to pro-

duce specialized texts and less by the need for comprehension [of an unknown 

term]’. In other words, translators really want usage information – such as con-

texts or collocations – which will help them to produce a target text that reads 

well. Instead, what they typically fi nd in term banks are defi nitions and terms 

presented out of context, or in only a single context.

There are several possible explanations as to why limited information was 

included on a term record in the early days. First, early computers had less 

storage capacity, which may have restricted the amount of information that 

could be stored on a given record.

Secondly, although computers were being used as information repositories 

as early as the 1960s, L’Homme (2004: 48) notes that the actual collection and 

analysis of data was still done manually – by gathering and poring over printed 

documents – for many more years. Manual analysis is time-consuming and 

labour-intensive and thus necessarily limits the amount of data that can be 

gathered and analysed. Although electronic corpora were actually fi rst devel-

oped by linguistic researchers in the 1960s (e.g. Brown Corpus, Lancaster-

Oslo/Bergen (LOB) Corpus), such resources were not easily accessible outside 

academic institutions in those days. By the 1980s, general language corpora 

began to enjoy increasing attention among lexicographers, especially follow-

ing the 1987 publication of the fi rst corpus-based dictionary – the COBUILD 
Dictionary (Renouf 1987). However, even then, terminologists continued to lag 

behind lexicographers in turning to electronic corpora as a source of infor-

mation. As pointed out by Bowker (1996: 30), the reason was most likely that, 

at that time, it was diffi cult to access specialized documentation in electronic 

form.

Finally, because the research process was so labour-intensive when using 

printed documentation, terminologists were no doubt trying to spare users 

the pain of having to invest their own time in conducting research. They there-

fore sought to provide quick answers by presenting their fi ndings in a highly 

distilled form, even though, as pointed out by Sager (1990: 197), such con-

densed answers did not fully meet the needs of all users.

Today, nearly fi fty years after the fi rst term banks were developed, some of 

these limitations need no longer apply. Clearly, in this age of the terabyte, stor-

age capacity is no longer a signifi cant issue.

In addition, terminologists are no longer limited to working solely with 

printed documentation as it has become increasingly easier to access special-

ized material (e.g. via the internet, databases, electronic journals). Therefore, 

terminologists now fi nd it easier to create specialized corpora, which can be 

interrogated with the help of corpus analysis software, including automatic 



 Impact of Corpora on Terminographic Practice 215

term extractors, concordancers, word listers and collocation generators. In 

fact, not only is it now possible for terminologists to carry out their work using 

corpus-based resources and tools, it is virtually unthinkable for them not to 

do so (Pavel and Nolet 2001: xx; Bowker and Pearson 2002: 20; L’Homme 

2004: 119). Because corpora can be consulted more quickly and easily than 

printed texts, terminologists working today can consult a wider range of docu-

ments, and they can use tools to process, sort and display the data in ways 

that facilitate the identifi cation of a considerable variety of types of termino-

logically meaningful information, such as terms (Cabré et al. 2001), equiva-

lents (Gaussier 2001), synonyms (Hamon and Nazarenko 2001), defi nitions 

(Pearson 1999), collocations (Heid 2001) or semantic relations (Meyer 2001; 

Marshman 2007).

The fact that the research process has become signifi cantly less labour-in-

tensive means that the quick or condensed answer is becoming less accept-

able. On a traditional term record, for example, one term is designated as 

the preferred term and others are designated as synonyms. However, only the 

preferred term is shown in context (and in only a single context), while the 

synonyms are simply listed without any textual support. Faced with such a term 

record, a translator may well fi nd it diffi cult to select and correctly use the 

most appropriate term.

It would be more helpful for translators to have access not simply to term 

records that provide a single ‘best’ term with a solitary context, but rather 

to information that would allow them to see all possible terms in a range of 

contexts and thus fi nd the solution that works best in the target text at hand. 

Nevertheless, in spite of the possibilities offered by technological advance-

ments, the term records found in today’s term banks remain similar to those 

dating back to the 1960s. The record that was presented in Figure 9.1, for 

example, is dated as having been produced in 2011, yet it still contains very 

little in the way of contextual information or other types of usage informa-

tion (e.g. collocations) that would be valued by translators, who are still being 

targeted as the primary user group. Looking at the TERMIUM record shown 

in Figure 9.1, only a single context has been provided for the English term 

electronic mail to supplement the one-line defi nition.

In summary, it would seem that while the corpus-based approach has had an 

impact on the terminological research process in the fi eld of terminology, the 

impact on the product (i.e. term records in a term bank) has been negligible.1 

In other words, terminologists make full use of corpora and corpus analysis 

tools to help them collect and analyse data more effi ciently; however, they do 

not pass the benefi ts of their corpus-based research on to the translator in any 

appreciable form. Rather than providing additional contextual information, 

collocations or other usage information gleaned from a corpus, they are con-

tinuing the traditional practice of condensing information into a formulaic 

term record.
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9.2 Translators and Personal Terminology 

Management Systems

In contrast to the thematic research typically carried out by terminologists, 

translators are more likely to engage in ‘ad-hoc research’ (Cabré 1999: 152), 

which is conducted on individual terms or concepts and it is intended to pro-

vide answers to specifi c terminological problems that translators encounter 

as they work on a translation project. Although some terminologists engage 

in this type of investigation, the majority of translators conduct this type of 

research themselves. A study by Champagne (2004: 30) concludes that expe-

rienced translators invest 20–25 per cent of their time in terminology tasks, 

while inexperienced translators can invest up to 40–60 per cent. Moreover, 

even when a company employs a terminologist, Cabré (1999: 48) notes that 

‘the time constraints within which translators often have to work may not allow 

them to hand the task over to a terminologist’.

Like terminologists, translators traditionally recorded the results of their 

research on term records. In the days before desktop computers, such col-

lections were typically stored on index cards, but when desktop computers 

became commonplace in the 1980s, personal terminology management sys-

tems (PTMSs) were among the fi rst types of language software to be offered. 

Not surprisingly, however, the early systems, which operated as standalone 

tools, took as a model the template structure used in term banks. These early 

PTMSs were relatively rigid, permitting only a set of predefi ned fi elds and 

sometimes even insisting that each fi eld be fi lled in, mirroring the complete-

ness of records that terminologists strive to produce.

Gradually, PTMSs became more fl exible, allowing users to customize 

records by defi ning and fi lling in the fi elds relevant to their needs. Translators 

could, for example, skip the defi nition, or add an extra context if desired. 

Interestingly, however, the sample databases that come with even the most cur-

rent systems still typically refl ect the traditional templates found in most term 

banks, and these sample databases are often used as teaching aids in termin-

ology courses on translator training programmes.2 Figure 9.2 shows a sample 

term record created using a PTMS.

Once it became easier to compile specialized corpora (see Section 9.1 above), 

translators warmed quickly to the advantages offered by these resources for 

fi nding solutions to the terminological problems they encounter (cf. Bowker 

1998; Zanettin 1998; Lindquist 1999; Kübler 2003).

As corpora became more popular among translators, slight modifi ca-

tions began to appear on the term records created by these translators. For 

instance, following her detailed investigation and development of a corpus-

based approach to terminology, Pearson (1998: 200) devised a model template 

in which she suggests the addition of some extra fi elds containing colloca-

tional information. For example, as shown in Figure 9.3, on the record for the 
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Figure 9.2 A sample term record created using the personal terminology 

 management system included in the Fusion Translate tool suite

Language            English
Term   ankyrin 2.2
Grammatical category noun
 . . . 
Corpus attested collocations within 3 words to the left and right of the 
node
Verbs:    activates, insert, lacks, identifi ed
Nouns:              protein, ankyrin, variant
Adjectives:   erythroid

Figure 9.3 Term record that includes collocational information gathered from 

a corpus (Pearson 1998: 202)

term ankyrin 2.2, Pearson has recorded information about the verbs, nouns 

and adjectives that typically appear in the vicinity of this term.

More recently, as illustrated in Figure 9.4, the corpus-based specialized dic-

tionary DiCoInfo (Dictionnaire fondamental de l’informatique et de l’Internet) 

seeks to systematically include in each entry descriptions of the paradigmatic 

and syntagmatic relationships between terms in an effort to foreground the 

lexical structure of the domain (L’Homme 2008).
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Figure 9.4 Entry for the term courriel in the DiCoInfo that includes information 

on lexical relations and actantial structures gathered from a corpus

9.2.1 Integrated Tool Suites

A major development came when PTMSs, which had previously been stan-

dalone tools, began to be integrated into computer-aided translation (CAT) 

tool suites, most notably with tools such as translation memory systems and 

automatic term extractors.

9.2.1.1 Translation Memory Systems

A translation memory (TM) is essentially a database of aligned source and 

target texts. It can be considered as a type of parallel corpus, which is inter-

rogated in a largely automated way with the help of specialized TM software. 

Works such as Bowker (2002) and Somers (2003) contain detailed descrip-

tions of how TM systems operate, so only a brief summary will be provided 

here.

Essentially, when a translator has a new text to translate, the TM system will 

automatically compare the segments (which typically correspond to sentences) 

contained in this new text against those stored in the database, and if a match 

is found, the previous translation is proposed to the translator. The goal of this 

corpus-based technology is to allow a translator to ‘recycle’ relevant portions 

of previously translated texts.
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The fi rst TM systems looked primarily for exact matches; in other words, 

the TM searched for segments in the new ST that were identical to segments 

contained in a previous text. However, even minor changes (e.g. from singular 

to plural, or from present to past tense), would not qualify as an exact match. 

Therefore, the powerful concept of fuzzy matching was introduced.

A fuzzy matching algorithm looks for segments in the TM database that are 

similar to the new ST segment, and which may therefore be useful for helping 

the translator to produce a new target text. Figure 9.5 gives an example of a 

fuzzy match.

While fuzzy matching increased the amount of text that could be recycled, 

TMs also sought to integrate PTMSs, which were the personal terminology 

collections built up in advance by translators. In other words, translators were 

responsible for conducting the terminological research and then transcribing 

the results onto term records in the PTMS. Once these records had been cre-

ated, the TM system could interact with the PTMS and automatically search 

for relevant term records, as well as searching for matches in the TM database. 

Any time there was a term in the ST for which there was a matching entry in 

the PTMS, the term record could be displayed for the translator’s perusal, and 

if desired, with a single click the equivalent could be pasted from the term 

record directly into the target text in a word processor to save the translator 

the effort of typing it. Figure 9.6 shows an example of this type of interaction 

between three different tools:

1. the ST segment that the translator needs to translate in the MS Word word-

processing system (in the bottom pane);

2. the term matches identifi ed by the Trados Translator’s workbench TM sys-

tem (in the top pane, with lines over the terms for which there is a corre-

sponding term record); and

3. the actual terminology records for those terms for which the translator pre-

viously created records using the MultiTerm PTMS (part of the record for 

fi le is visible in the scrollable centre pane).

Segment from new 
source text

The specifi ed operation was interrupted by the system.

Fuzzy match 
retrieved from TM 
database

EN:  The operation was interrupted by the application.
FR: L’opération a été interrompue par l’application.

Figure 9.5 A fuzzy match retrieved from the TM database (differences between 

the new segment and the previously translated segment are underlined)



220 Corpus-Based Translation Studies

9.2.1.1.1 Recording Non-Canonical Forms of the Term

This interaction of TM, PTMS and word processor led to an interesting 

change in the way information was recorded on a term record. Kenny (1999: 

70) observes that while traditional terminology textbooks (e.g. Auger and 

Rousseau 1978: 74; Sager 1990: 145) dictate that terms should be recorded 

in their canonical form, the actual form of terms (and their translations) can 

vary considerably in texts. For instance, while the canonical form of a noun 

is the singular, it may appear in the text in the plural, and while a verb may 

be recorded on a term record in the infi nitive, it can appear in many differ-

ent conjugated forms in a text. Things become even more complicated when 

languages have declensions or are marked for gender, since adjectives may 

need to agree with the nouns they are modifying. Moreover, as noted by Kenny 

(1999: 70–1), in languages such as Irish, the grammatical or phonetic environ-

ment in which a word appears can change its form considerably (e.g. through 

initial mutations known as eclipsis or through aspiration). In such cases, past-

ing the canonical form from the term record directly into the target text leaves 

the translator with some editing work to do.

As Kenny (1999: 74) observes, to really benefi t from the possibility of auto-

matically pasting a term from a term record into the target text, some trans-

lators began to record their terms not in the canonical form dictated by the 

Figure 9.6 An example of the interaction between a TM, a PTMS and a source 

text in a word processing system
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textbooks, but in the most commonly used forms, thus optimizing interaction 

between the TM, the PTMS and the word processor.

9.2.1.1.2 Streamlining the Contents of Term Records

Around the same time, O’Brien (1998: 118) was observing other changes with 

regard to the nature of term records being created by translators: ‘While ter-

minology tools generally allow the user to input detailed information such 

as gender, plural form, examples of usage, etc. glossaries in the localization 

industry often contain only the source term and the target term.’

O’Brien suggests several reasons for this streamlining. First, she notes that 

translators are facing ever-shorter deadlines, so they have less time to create 

extensive records. Secondly, in fast-paced fi elds, the concepts and terms date 

very quickly, so it is not worth creating a detailed record that will never be 

consulted again because it is out of date. Finally, O’Brien notes that the trans-

lator is really only interested in the equivalent and the context in which it can 

appear. This echoes Sager’s (1990: 197) observation that translators have a 

greater need for information to assist them in producing a target text than 

they do for information to help them understand a source text.

9.2.1.1.3 Using Translated Material as a Resource for 
Terminological Research

Another way in which the integration of PTMSs with TMs has affected ter-

minological research carried out by translators is that they are conducting 

this research using translated material as a resource. Terminology textbooks 

(cf. Cabré 1999: 134; Pavel and Nolet 2001: 8; Dubuc 2002: 164) emphasize 

that, wherever possible, documents used for terminology research should be 

original language documents on the grounds that translations are more likely 

to contain conceptual or terminological errors, awkward syntactic construc-

tions, or non-idiomatic expressions and are therefore inappropriate reference 

sources for the production of other documents. Although this reasoning may 

be sound, translators working under extreme time constraints may feel pres-

sured to use the translated material contained in a TM database, rather than 

compiling corpora containing original language texts. Or it could be that in 

cases where translators know the source of the material in the TM, they feel 

comfortable recycling it. For example, if a translator did the translations in the 

TM him- or herself and knows that the terminological research conducted was 

sound, he or she may be happy to rely on it. Moreover, increasingly, clients are 

providing a TM database and insisting that it be consulted, leaving the transla-

tor no choice but to use translated material as a resource.
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9.2.1.2 Term Extractors

A term extractor is a tool that attempts to automatically identify all the poten-

tial terms in a corpus and to present a list of candidates to the user for veri-

fi cation. Several different underlying approaches can be used, including 

frequency- and recurrence-based techniques, part-of-speech and pattern-

based techniques, corpus comparison techniques and various combinations 

of these.3 However, one of the most popular methods is based on statistics, 

whereby the term extractor essentially looks for repeated sequences of lexical 

items. The frequency threshold (i.e. the number of times that a sequence must 

be repeated) is often user-specifi ed.

Term extractors have been used for some time by terminologists doing the-

matic research, in order to help them try to identify all the relevant terms in a 

subject fi eld (Pavel and Nolet 2001: 71−3). However, since translators typically 

engage in ad hoc research rather than subject fi eld research, these tools were 

not initially of much interest to them. This changed, however, once term extract-

ors became routinely integrated with TM systems, starting in around 2003.

With such integration, a translator can use a term extractor to generate a list 

of all the sequences of lexical items that appear a specifi ed number of times 

in the TM database, as illustrated in Figure 9.7, which shows a list generated 

using a term extractor.

Subsequently, the translator can ask the tool to try to automatically identify 

possible translation equivalents for all the lexical items on the list using the 

aligned target texts contained in the TM database. Again, this is done using 

statistical techniques, and the results may not be perfect. However, for each 

item on the list, the tool attempts to suggest one or more potential equivalents, 

which the translator can verify by referring to the original paired text seg-

ments from which the equivalent was extracted, as shown in Figure 9.8. Once 

a translator has confi rmed or corrected the proposals, this list of source and 

target equivalents can be automatically uploaded into the PTMS.

9.2.1.2.1 Including ‘Non Terms’ on Term Records

Looking at the generated lists shown in Figures 9.7 and 9.8, one striking observa-

tion that can be made is that the items on the list do not necessarily correspond 

to ‘terms’ as understood in the fi eld of terminology. For a terminologist, a term is 

a lexical item used to designate a specialized concept. However, the items appear-

ing on the list generated by this term extractor are simply strings of characters 

that appear multiple times in the TM database. Some of these items, such as social 
cohesion or Member State may actually correspond to terms in the strict sense, but 

many others do not. In fact, the items on the list may not even represent coherent 

semantic units. For example, fi ght against racism, between men and women and remains 
to be done cannot be considered terms per se, nor can they even be considered fi xed 
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expressions. Rather, they are simply chunks of language that happened to appear 

several times in the texts contained in the TM database. If a terminologist encoun-

tered such items on an automatically generated list of candidate terms, these 

would certainly be removed from the list (Pavel and Nolet 2001: 45). However, for 

a translator whose goal is to produce an acceptable translation within a short time-

frame, any type of information that may be recyclable – term or otherwise – could 

potentially be useful. Therefore, translators who are working with such tools are 

beginning to fi ll up their PTMSs with records containing a mixture of terms and 

non-terms, which contradicts the strict principles put forth in the terminology 

literature (e.g. Dubuc 2002: 33).

9.2.1.2.2 Adopting a More Semasiological Approach

Another deviation from terminology principles is that this approach is more 

semasiological, or form-based, rather than onomasiological, or concept-based. 

Traditionally, terminologists have been encouraged to work in an onomasio-

logical fashion and to create one record per concept as well as to record all the 

Candidate term Frequency

between men and women 4

draft Charter 4

fi ght against racism 4

social cohesion 4

equal opportunities 3

fundamental social rights 3

non-discrimination 3

remains to be done 3

Social Charter 3

international organizations 2

legislative proposals 2

living and working conditions 2

Member State 2

social security 2

solidarity-based society 2

Figure 9.7 A list of candidate terms extracted from a TM database
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information pertinent to a given concept on that single record (Cabré 1999: 38). 

Use of an automatic term extractor results in the creation of a new record for 

every character string that is identifi ed. This means that synonyms each have 

their own record, even though they refer to a common concept. Even differ-

ent forms of the same lemma would appear on separate records, which would 

achieve a result similar to that implemented by the translators observed by Kenny 

(1999: 70–4), summarized above. To maximize recyclability, those translators 

were recording the most commonly used form of a term, or even multiple forms 

of a term, rather than the canonical form. A term extractor would capture all of 

the frequently used forms and make them available for recycling.

9.2.1.2.3 Adapting to Active Terminology Recognition 
and Pre-Translation

As described in Section 9.2.1.1, any information stored in the PTMS can 

be automatically compared by the TM system against a new source text to 

Candidate term Frequency Candidate equivalent Score

between men and
women

4

draft Charter 4
fight against 
racism

4

l’égalité des chances
pour tous

100

social cohesion 4
equal opportunities 3

fundamental social 
rights

3

promotion de la non-
discrimination et de
l’égalité des chances
pour tous

66

non-discrimination 3 Context
remains to be done 3
Social Charter 3
international
organizations

2

1. The new generation of
programmes in the field
of education, training and
youth can make a
valuable contribution to
the promotion of non-
discrimination and equal
opportunities for all.

La nouvelle génération de
programmes dans le
domaine de
l’enseignement, de la
formation et de la
jeunesse pourra apporter
une contribution non
négligeable à la
promotion de la non-
discrimination et de
l’égalité des chances
pour tous.

legislative
proposals

2

living and working
conditions

2

Member State 2
social security 2

solidarity-based
society

2

2. The Commission will
ensure the promotion of
non-discrimination and
equal opportunities for
all in the context of
enlargement and relations
with third countries
through:

La Commission veille à
la promotion de la non-
discrimination et de
l’égalité des chances
pour tous dans le cadre
de l’élargissement et de
relations avec les pays
tiers grâce à:

Figure 9.8 Proposed equivalents for candidate terms automatically extracted 

from the TM database
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be translated. Matches can be displayed for the translator to consult (see 

Figure 9.9), or, if desired, all matches from the PTMS can be automatically 

inserted directly into the text, replacing the original source text terms. The 

result of this process, known as pre-translation, is a partially translated or 

hybrid text, as shown in Figure 9.10. Sections that remain in the source 

language are those for which no match could be found in the PTMS, and 

so the translator must translate these sections from scratch or using other 

resources.

During pre-translation, the computer is simply doing pattern matching and 

is not able to understand or make use of information such as defi nitions, part 

of speech and so on. Therefore, the streamlining of term records observed 

by O’Brien (1998: 118), and described above, remains in effect. Moreover, 

there is no need for translators working interactively with the TM and PTMS 

to select and copy contexts onto their term records since, if they wish to see a 

term in context, they can simply call up all the examples contained in the TM 

database.4

Figure 9.9 Information from the PTMS is available for the translator to  consult 

during translation
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9.3 Discussion

It seems clear that the introduction of electronic corpora and associated 

software has changed the way that terminology research is conducted and 

recorded.

For terminologists, the change has been one of gradual evolution. 

Terminologists have always used corpora, so the change from print-based to 

electronic corpora was not radical. Corpus-based tools and resources have sim-

ply made it easier for terminologists to carry out their tasks, allowing them to 

consult a wider range of documents and to achieve better coverage of the sub-

ject fi elds. However, some of the signifi cant benefi ts afforded by corpora (e.g. 

viewing terms in multiple contexts, accessing frequency information about dif-

ferent terms, providing more detailed information about semantic relations), 

have not as yet been passed on to the end users of many terminology products. 

Instead, term records found in term banks such as TERMIUM, GDT and IATE 

still retain the same basic form that they had before electronic corpus-based 

research took hold. However, numerous terminology researchers (e.g. Pearson 

1998; Condamines and Rebeyrolle 2001; Marshman 2007) have begun to advo-

cate the benefi ts of providing such information on term records, so perhaps 

we will see changes in this regard in the future.

In spite of their shortcomings, it seems that translators do still consult term 

banks, but perhaps not with the same degree of ‘blind faith’ as in the past, 

when they had fewer options for conducting independent research. Nowadays, 

translators seem to use term banks as part of a system of checks and balances 

rather than as a defi nitive resource. For instance, translators might begin their 

research by consulting a term bank, and then use the term bank suggestions 

as initial search terms in their own corpus-based resources. However, they also 

take the fi ndings from their corpora and compare them against the contents 

of term banks. In other words, translators treat term banks and corpora as 

Figure 9.10 An extract from a hybrid text produced during the pre-translation 

process, whereby material from the PTMS can be inserted directly into the text
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complementary resources. Translators respect the fact that the terminologists 

have conducted very detailed and thorough investigations – something they 

themselves do not always have time to do – but they are also mindful that 

specialized subject fi elds and the language used to describe these fi elds are 

constantly expanding and changing, so no term bank can provide exhaustive 

up-to-date coverage. Moreover, clients may have terminological preferences 

that are not refl ected in the term banks maintained by other institutions. 

Therefore, most translators still fi nd it necessary to conduct their own ter-

minological research to ensure that the appropriate subject fi elds and client 

preferences are adequately represented. However, in contrast to the gentle 

evolution of terminological practices on the part of terminologists, there has 

been a revolution in the way that translators conduct terminological research 

and record their fi ndings. Several factors have contributed to this revolution.

O’Brien (1998: 118), for example, cited time pressure as one reason that 

translators have begun recording minimal information on term records. It is 

widely recognized that in today’s market, translators face tight deadlines as 

the volume of text to be translated continues to increase, as more organiza-

tions begin to make their information available worldwide via the internet, 

and as more companies look to enter the global market. Practices such as sim-

ultaneous shipment or ‘simship’ (where all language versions of a document 

or product are released at the same time) have resulted in shorter deadlines 

for translators. Add to this the fact that baby-boomers are retiring but there 

are comparatively few professionally qualifi ed translators entering the market 

(CTISC 1999: 18).

However, to be fair, translation has always suffered from this general type 

of pressure. In the past, translation was often an afterthought or a last-minute 

decision on the part of a client, but once made, the client typically wanted the 

work ‘done by yesterday’. At least in today’s market, more clients are planning 

for translation in advance and including it as part of the overall production 

process. Why then are today’s translators recording such comparatively mini-

mal information on their term records?

One reason is related to the amount of time required to conduct the termin-

ology research in the fi rst place. As previously noted, in the past, translators 

had to conduct their research using only printed documentation, which was 

hugely time-consuming and labour-intensive. Translators could literally not 

afford to re-read entire documents to fi nd a good explanation or an illuminat-

ing context for a term – they had to record this information on a term record 

so that they could fi nd it again easily.

Today, thanks to the availability of electronic documents, coupled with spe-

cialized interrogation tools, not only does it take less time to gather a corpus, 

but translators can also quickly zero in on those parts of it that are most rel-

evant. It takes almost no time to generate concordances or frequency lists ‘on 

the fl y’. In fact, it would probably take longer to thoroughly evaluate all the 
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material in order to try to select just one ‘ideal’ context to copy onto a term 

record than it would to simply re-generate the information from the corpus 

on a future occasion. As an added bonus, by generating the concordances ‘on 

the fl y’ instead of looking at information recorded on a term record, a transla-

tor gets to see the search term in a range of contexts, rather than in just a single 

context. This is important because although one particular context could prove 

helpful for dealing with a given source text, a different context may be more use-

ful when tackling another text. As Lauriston (1997: 180) notes, ‘for translators . . 

. the quantity of information provided is often more important than the quality. 

They are usually able to separate the wheat from the chaff and even turn the 

chaff into palatable solutions to a particular communications problem.’

Of course, it may be asked whether it is overly time-consuming for a transla-

tor to have to wade through a series of contexts, rather than just consulting a 

single context on a term record. Although it would take a considerable amount 

of time to read all the documents in a corpus from beginning to end, corpus 

analysis tools present information to translators in an easy-to-read format (e.g. 

KWIC concordance, frequency list) so that a translator can quickly isolate the 

information that is most pertinent for a given task.

Another reason that translators working with printed corpora found it use-

ful to create detailed term records is that documentation had a longer life-

span in the past. Publishing printed documents is a slow process, so the rate 

at which new material was made available to translators for incorporation into 

their printed corpora was slower. Therefore, it was worth recording informa-

tion from a printed corpus because this information would remain valid for 

a longer period of time. Of course, the term records needed to be updated 

periodically, but not at the rate deemed necessary in today’s market, where, as 

observed by O’Brien (1998: 118), the terminology may change with each new 

text the translator tackles. Similarly, terminologists who work with electronic 

corpora when conducting thematic research are still required to compile cor-

pora of a substantial size in order to ensure broad enough coverage of a fi eld. 

The larger a corpus, the more effort is required to compile it, and therefore the 

longer it must be used in order to have a reasonable return on investment.

In contrast, information is published in electronic form at such a rapid rate 

that it is not uncommon for translators to compile so-called disposable or 

do-it-yourself (DIY) corpora on a regular basis – often for each new job they 

undertake (Zanettin 2002; Varantola 2003). A disposable corpus is a one that 

has been collected for the purpose of translating a particular source text or a 

group of related texts. Therefore, its content has been selected specifi cally with 

the characteristics of that text or group of texts in mind (e.g. client, reader-

ship, style, communicative function, currency of information). Since disposable 

corpora are being created or updated on such a regular basis, it almost seems 

redundant to create detailed term records since these would also need to be 

updated, thus doubling the task. In addition, disposable corpora are not usu-

ally very large – at least not by corpus linguistic standards – which is another 
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reason why, as noted above, it is not unrealistic or overly time-consuming for 

translators to generate queries ‘on the fl y’ and to re-consult the corpus, rather 

than recording selected information on a term record.

A possible drawback to using disposable corpora is that, even though the 

texts should be carefully selected, it is still possible that they may contain 

some errors, such as spelling mistakes or non-standard usage. According to 

Grefenstette (2002: 206), this should not deter users from adopting a corpus-

based approach because ‘the correct form is always orders of magnitude more 

frequent than the erroneous form’. However, Grefenstette was speaking about 

very large general language corpora used for lexicography. In the case of dis-

posable corpora for specialized translation, the size of the corpus may be small 

enough that the results of a search could be skewed by erroneous material, so 

translators should keep this in mind when analysing corpus data.

9.4 Rethinking the Nature of Terminology 

Training for Translators

This leads us to a discussion of what today’s translators-in-training need to 

learn about conducting terminology research. This discussion will focus on 

the situation in Canada, since this is the market with which I am most familiar. 

At present, all translator training programmes in Canada include a course in 

terminology as part of the curriculum. However, the textbooks used in many 

of these courses (e.g. Cabré 1999; Pavel and Nolet 2001; Dubuc 2002; L’Homme 

2004) are written from the perspective of terminologists rather than transla-

tors. Accordingly, students in these classes spend time learning how to do tasks 

such as designing a term record template, constructing a well-formed termino-

logical defi nition or selecting a single ideal context from a range of potential 

contexts. Although such tasks were relevant to translators in the past, they now 

seem to be more the remit of terminologists since, as demonstrated above, the 

needs of these two groups appear to be diverging more and more in this cor-

pus-based era. Given this situation, it might be time to put more thought into 

developing a curriculum aimed at the specifi c terminological needs of trans-

lators, rather than one that tries to provide training in terminology proper, 

where the focus is on thematic research instead of on the term research skills 

needed by translators. After all, a single course in terminology offered as 

part of an undergraduate translation programme is unlikely to provide suf-

fi cient training for someone to work as a terminologist. Therefore, the focus 

of a terminology course that is a core component of a translator training pro-

gramme should fall squarely on the needs of the translator. Those more theor-

etical aspects of terminology, such as conceptual classifi cation, which often 

come up during the course of thematic research, but rarely during ad hoc 

research, should perhaps be relocated to courses in a graduate programme. 

It may even be worth exploring the merits of setting up separate training pro-

grammes – possibly in the form of post-graduate diplomas or professionally 
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oriented master’s programmes – specifi cally to train terminologists. No such 

programme currently exists in Canada, but it is not inconceivable to think 

that this type of programme might attract students from various backgrounds, 

including translation, linguistics, modern languages, information science, or 

even those with previous training in specialized subject fi elds where there is a 

need for terminological research.

Returning to the discussion of what might usefully be included in a terminol-

ogy course for translators, it is clear that it can still be helpful for them to have 

a general understanding of the overall aims of the fi eld of terminology, the 

methodologies used, and the products developed by terminologists. However, 

instead of learning to craft intensional defi nitions or to winnow down a selec-

tion of possible contexts to fi nd one ideal context, translators may be better 

off learning to identify the characteristics of a knowledge-rich context (Meyer 

2001) – one that contains useful information – rather than a context that sim-

ply attests to the existence of a term. In addition, translators need to learn 

strategies for isolating such knowledge-rich contexts in corpora, and once they 

have been identifi ed, translators need to know how to critically evaluate these 

contexts, so that they can glean the necessary information – whether compre-

hension- or production-oriented – that will help them solve the problem at 

hand. These skills will stand translators in better stead than simply being able 

to select a single context to record on a term record – a context that may or may 

not be helpful for the translation of a future text.

Moreover, since translators do not engage in thematic research, but rather 

seek answers to particular translation problems, it does not really seem neces-

sary for them to spend a lot of time learning how to distinguish between a 

term and a non-term – a topic addressed in detail in standard terminology 

textbooks. For a translator, any lexical item that poses a challenge, even if it is 

not a term per se, must be researched, so this distinction is not especially use-

ful in a course for translators. This is particularly the case when working with 

integrated TM tool suites, where translators are now using term extractors to 

simply produce lists of lexical items – some of which may be terms, but others 

which may simply be expressions or even just strings of words that crop up fre-

quently in the database – along with their equivalents.

This raises the point that the use of carefully selected corpus-based resources 

may eliminate the need for translators to produce term records in the tradi-

tional sense. Records produced when using TMs are often simply lists of equiv-

alents, meanwhile, when using disposable corpora, translators may discard 

the idea of creating any type of record at all, preferring to simply generate 

searches ‘on the fl y’ as the need arises. With this in mind, it seems that rather 

than teaching students how to design templates for term records, it might be 

better to place more emphasis on designing and compiling disposable cor-

pora. Evaluating documentation has always been a crucial component of ter-

minology courses – even in the times of printed corpora – but it is becoming 
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particularly important to make students aware of the potential pitfalls associ-

ated with Web-based documentation, since this is the fi rst place that many 

translators will turn to for research or as a potential source of electronic texts 

to put in their disposable corpora. As pointed out by Grefenstette (2002: 206), 

the Web is an unvetted resource, so extreme care must be taken when select-

ing texts to serve as a source of terminological information, especially since 

disposable corpora are not usually all that large and so are at risk of being 

unfavourably skewed by the inclusion of an inappropriate text. As Pearson 

(2000: 237) notes, choosing texts wisely when surfi ng the internet is not some-

thing that comes naturally to student translators. Too often, they merely enter 

key words into a search engine and simply retrieve the fi rst ten hits, thinking 

that any text containing these key words will be a useful source of information 

for their purposes. As a result of this naïve approach, the texts retrieved may 

be inappropriate in terms of register, technicality and type. Therefore, termi-

nology classes for translators should really include guidelines to help students 

learn to take a more refi ned approach to text selection. Some more recent 

textbooks, such as L’Homme (2004), have already taken steps towards address-

ing this issue.

An additional change that needs to be made in terminology courses is that 

students should be given guidance regarding the potential and drawbacks 

of using translated material as a resource. As discussed above, translators 

are beginning to source terminology from resources containing translated 

material, such as TM databases. Rather than simply forbidding the use of 

translated texts, which has typically been the approach taken in terminology 

courses in the past, trainers need to accept that translators may not always 

have a choice (e.g. if a client mandates the use of a TM). With this in mind, it 

would be helpful to train students how to design their TM databases in such 

a way as to minimize potential terminological clashes. This might include 

advising students to create separate TMs for each client, or for different text 

types, or maybe even for documentation relating to individual products. In 

the absence of this type of guidance, students frequently take the naïve bigger 
is better approach, piling all the texts they can fi nd into one large database 

in the hope of increasing the number of matches retrieved. While this may 

indeed produce a greater number of matches, the resulting translation may 

lack terminological coherence since the terms may have been sourced from 

a wide range of documents having different styles, registers or even the pre-

ferred terminology of different clients. According to Topping (2000: 60) and 

Bowker (2006: 182), mixing terminology from different clients or domains 

has a ‘train wreck’ effect on a target text. In addition to learning how to 

design databases to optimize high-quality recycling, students could also bene-

fi t from guidance on how to properly maintain and update a TM database 

in order to reduce the risk of problems being perpetuated in subsequent 

translations.
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There is also room for improvement in providing opportunities for students 

to use the tools in a way that better refl ects how they are employed by practising 

translators. At present, students in terminology classes may use term extract-

ors, but this is done from a terminologist’s perspective, and so the resulting 

list of candidates is divested of non-terms. Next, students are typically taught 

how to use PTMSs in standalone mode. However, as discussed in Section 9.2.1, 

working translators tend to use PTMSs in conjunction with term extractors, 

TMs and word processors, creating stripped-down records for terms and other 

repeated expressions, which are then consulted automatically by a TM system 

and sometimes even pasted directly into a target text. To understand how 

these tools really operate, and the impact that they have on terminology and 

translation practices, students must work with the integrated tool suite. This 

means giving students realistic exercises that allow them to see all the compo-

nents of the tool working together. Since students tend to do translation work 

in one class, terminology in another, and technology in yet another, they may 

never have the opportunity to bring all these elements together. This means 

that when they fi nally enter the workforce, they are forced to learn a new way 

of working – one that may equal more than the sum of its parts. To offer this 

kind of integrated experience to students would clearly entail extra effort on 

the part of the educators, who may need to coordinate with their colleagues 

in order to ensure that all the elements are brought together in a logical and 

coherent way, but it would surely be of great benefi t to students if this could be 

achieved (Bowker and Marshman 2009).

In conclusion, it seems clear that corpus-based technology has impacted 

both the process and product of terminology research. In this chapter, an 

attempt was made to take stock of the changes that have been introduced, 

and to explore what motivated these changes. It is only by gaining a deeper 

understanding of these changes that we can begin to develop a logical plan for 

moving forward. The suggestions put forward here for modifying the curricu-

lum with regard to terminology courses for translators are tentative at best, 

but given that corpora and corpus analysis tools are becoming increasingly 

entrenched in the translation profession, we can no longer put off thinking 

about the best way to prepare students for working in a corpus-based world.

Notes

1 I am speaking here of conventional, widely used and easily accessible term banks 

(e.g. TERMIUM, GDT, IATE). Several researchers (e.g. Meyer et al. 1992; Con-

damines and Rebeyrolle 2001; Cabré et al. 2004) have designed and produced 

small-scale highly specialized term banks containing additional information 

drawn from corpora. However, these prototypes are usually developed as part of 

a research project, may have a limited lifespan, and are not easily accessible to 
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average translators. Hopefully, this will change, and it is at least encouraging to 

note that such researchers see the value of conceiving and developing products 

that include a wider variety of corpus-based information.
2 Although users are free to design their own term records, in terminology classes 

many students adopt the traditional template and make only minor 

modifi cations.
3 For a more detailed description of different approaches see, for example, Cabré 

et al. (2001) and Lemay et al. (2005).
4 Note that a valid criticism of TM systems in the past was that because these sys-

tems simply stored pairs of segments rather than complete texts, it was not 

possible to see a context that was larger than a given segment (Macklovitch and 

Russell 2001). However, some TMs, such as the MultiTrans system developed by 

MultiCorpora R&D (www.multicorpora.com), preserve the complete text in the 

database.
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Chapter 10

Style of Translation: The Use of Foreign Words 
in Translations by Margaret Jull Costa and 

Peter Bush

Gabriela Saldanha

Leech and Short (1981: 13) declare that the goal of literary stylistics is ‘to gain 

some insight into the writer’s art’, and they point out that ‘we should scarcely 

fi nd the style of Henry James worth studying unless we assumed it could tell us 

something about James as a literary artist’. It follows from this that only if we can 

demonstrate the existence of stylistic patterns that can only be described as the 

translator’s art, rather than to a more or less skilful reproduction of the  writer’s 
style, will we be able to assert that translations are interesting in their own 

right, that is, for their own stylistic value. This chapter describes patterns in the 

use of foreign words in literary translations from Spanish and Portuguese into 

English by Margaret Jull Costa and Peter Bush and argues that those patterns 

are the result of personal stylistic choices by the translators. These choices are 

shown to be revealing of the translators’ art, in the sense that they tell us some-

thing about how the translators conceive their role as intercultural mediators.

Discussions of style in relation to translation have generally been presented 

from the perspective of the source texts, and focusing on translators’ attempts, 

and in particular unsuccessful attempts (see, for example, Parks 1998/2007) to 

convey that style in the target text. Three works on literary style in translation 

have paved the way for an account of style from the perspective of the target 

texts: Baker (2000), Malmkjær (2003) and Munday (2008). Malmkjær intro-

duced the concept of ‘translational stylistics’, which she describes as explain-

ing why, given the source text, ‘the translation has been shaped in such a way 

that it comes to mean what it does’ (Malmkjær 2003: 39). In her illustration 

of a translational stylistic analysis, Malmkjær compares several translations 

of Hans Christian Andersen’s stories by Henry William Dulcken. Although 

Malmkjær describes clear patterns of choice in the translations, these are 

explained mainly in terms of differences between source and target cultures. 

Malmkjær takes the personal histories of Andersen and Dulcken into account 
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but her interest lies mainly on the style of the text, the translation, rather than 

the style of the translator.
Baker (2000), in contrast, focuses on the translator’s style, which she describes 

as ‘a kind of thumb-print that is expressed in a range of linguistic – as well 

as non-linguistic – features’, including open interventions, the translators’ 

choice of what to translate (when the choice is available to the translator), 

their consistent use of specifi c strategies, and especially their characteristic 

use of language, their ‘individual profi le of linguistic habits, compared to 

other translators’ (Baker 2000: 245). Baker is primarily concerned with the 

latter, the ‘subtle, unobtrusive linguistic habits which are largely beyond the 

conscious control of the writer and which we, as receivers, register mostly sub-

liminally’ (Baker 2000: 246).

Baker (2000) outlines a methodological proposal for the study of transla-

tor style. She starts from the target texts and suggests using the source texts 

only as a way of testing the effect of confl icting variables. Baker proposes fi rst 

establishing stylistic patterns in several translations by the same translators, 

thereafter proceeding to fi lter the possible variables that may affect such pat-

terns in order to see if those patterns can be attributed to the style of the trans-

lator or if they are simply carried over from the source texts as a feature of the 

source language in general, the poetics of a particular group, or the style of 

the authors (Baker 2000: 258). The fi nal stage in Baker’s proposed method-

ology involves exploring potential motivations for the patterns revealed using 

extralinguistic information on the translation, the translation process and the 

translators’ professional backgrounds.

In order to illustrate the methodology proposed, Baker (2000) carries out 

a corpus-based analysis of fi ve English translations by Peter Bush (one from 

Portuguese and four from Spanish) and three Arabic to English translations 

by Peter Clark. She compares the type/token ratio, average sentence length 

and the use of reporting structures with the verb say by each translator.1 The 

corpus available to Baker was not a parallel corpus and it was not possible 

to examine all the source texts. Still, Baker points out that some of the pat-

terns identifi ed as distinctive of Clark’s translations, such as the heavy use of 

modifi ers with the verb say, may be largely carried over from his Arabic source 

texts. The source texts could also be infl uencing the fi gures for type/token 

ratio and sentence length given by Baker. Although the type/token ratios in 

all texts translated by Bush are higher than in those translated by Clark, they 

are particularly high in translations of Goytisolo’s works (three out of the fi ve 

texts in the Peter Bush corpus), and the same pattern emerges when looking 

at the averages for sentence length. In addition, the greater variation among 

texts translated by Bush noted by Baker could be due to the fact that they are 

translations of texts by three different authors, and two are autobiographies 

while the rest is fi ction. The three translations by Clark, in contrast, are by two 

different authors and are fi ction. Baker’s study does not offer defi nitive results; 
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its main strength lies in the fact that it proposes a new concept and opens pre-

viously unexplored avenues of research.

Munday (2008), like Baker, looks at style from the point of view of the trans-

lator. The two main questions addressed in Munday’s work are: ‘What are the 

prominent characteristics of style, or “linguistic fi ngerprint”, of a translator 

compared with the style of the ST author and of other translators?’ and ‘what 

is the relationship of the style of the translation to the environments of the tar-

get texts, ( . . . ) in other words, how far is it possible to determine the impact 

of external factors on the translators’ decision-making?’ (Munday 2008: 7).

In order to look at style from both source and target text perspectives, 

Munday looks at several translations by the same translators (Harriet de Onís 

and Gregory Rabassa) and at the work of one author (Gabriel García Márquez) 

translated by different translators (Gregory Rabassa and Edith Grossman). 

Munday’s main concern is the links between stylistic choices at the micro-level 

and the macro-contexts of ideology and cultural production; this inevitably 

draws him to pay closer attention to those linguistic features that can more 

easily be explained as meaningful choices (syntactic calquing, syntactic amp-

lifi cation, compound pre-modifi ers, creative or idiomatic collocations) rather 

than the kind of patterns at the lower syntactic level that form the basis of 

Baker’s study and have proved more relevant in revealing the habitual aspects 

of composition. The discourse analytical approach allows him to establish a 

clear link between micro-level choices and contextual and ideological factors. 

The patterns revealed in the work of specifi c translators are often compared 

with reference corpora to see whether the strategies used by the translator 

respond to normalized/idiomatic preferences of the TL or are unusual/ori-

ginal uses.

Saldanha (2005, 2011) further develops the methodology proposed by Baker 

(2000), combining elements that are also used in Munday (2008) such as par-

allel texts and comparable corpora, and offers a more in-depth analysis of the 

stylistic traits that can be attributed to the translator. That methodology is 

briefl y summarized here before focusing on one particular set of results, con-

cerning the use of foreign words in the work of Peter Bush and Margaret Jull 

Costa, and discussing what these results can reveal about the two translators’ 

approach to their task.

10.1 Methodology

10.1.1 When Can We Talk about ‘Translator Style’?

A defi ning element of style is ‘distinctiveness’: in every work of fi ction, cer-

tain linguistic features stand out because they depart from a norm; that is, 
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they are frequent or infrequent in relation to a relative norm of comparison. 

In other words, for a stylistic trait to be distinctive or characteristic of an 

author or translator, it has to appear more or less frequently in the work of 

that author/translator rather than in that of others. This is the basis of what 

Leech and Short (1981) call deviance, which is perceived by the reader as 

prominence.
From a methodological point of view, to demonstrate that a certain stylistic 

preference is distinctive of the work of one translator, we would need a range 

of texts by the same translator and a reference corpus, which would consist of, 

minimally, works by one other translator, and ideally, a representative sample 

of translations by other translators, working in the same genre and language 

combination. This is the type of corpus used here, although the reference cor-

pus has some limitations as pointed out below.

However, distinctiveness is a necessary but not suffi cient condition. Halliday 

(1971) argues that the fact that a linguistic feature is prominent does not neces-

sarily mean that it has literary relevance, since there are idiosyncrasies of style 

that have no discernible literary function. Literary relevance is related to the 

Prague School notion of ‘foregrounding’, understood as artistically motivated 

deviation (Leech and Short 1981: 48) or, in Halliday’s words, as prominence 

that is motivated (1971: 339). For a prominent feature of style to achieve liter-

ary relevance it has to form a coherent pattern of choice, together with other 

features of style, and impact on the meaning of the text as a whole (Halliday 

1971). In Halliday’s model, whether a pattern is motivated or not depends on 

whether it contributes to how the text functions at the ideational, interpersonal 

or textual levels and does this in a way that is coherent with other patterns.

Thus, in order to talk about ‘translator style’, we need to identify stylistic 

traits that: (1) are felt to be recognizable across a range of translations by 

the same translator, (2) distinguish that translator’s work from that of oth-

ers, (3) are ‘motivated’, in the sense that it has a discernable function, and 

(4)  constitute a coherent pattern of choice. However, all these elements could 

point to the style of a translator only in principle, since other variables – such 

as author style or the specifi c characteristics of a sub-genre or a particular lin-

guistic variety which the translator is dealing with, to name but a few – could 

also explain the recurrence of certain stylistic features. Therefore, it is also 

necessary to demonstrate that the stylistic traits can be attributed to the trans-

lator and cannot be explained as directly reproducing the source text’s style or 

as the inevitable result of linguistic constraints. A certain degree of diversity – 

for example, in terms of authors, genre or sub-genre, date of publication, place 

of publication, language variety and, where possible, language – in the corpus 

of translations by the same translator would go some way towards ensuring a 

minimal effect from each variable. However, comparison with the source texts 

is still essential in order to identify possible triggers for the choices made and 

explore  explanations for such choices.
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A fi nal methodological point to make is that, in view of the ultimate goal of 

literary stylistics described above, fi nding stylistic traits should not be an aim 

in itself, but, as Baker (2000: 258) points out, it is only worthwhile if it tells us 

something about ‘the cultural and ideological positioning of the translator’. 

In order to fi nd a meaningful explanation for the results these have to be 

triangulated using extralinguistic information about the translator and the 

context of translation.

10.1.2 The Corpora (CTMJC and CTPB)

The study presented here focuses on the work of Margaret Jull Costa and Peter 

Bush. These translators were chosen for a number of reasons, mainly having to 

do with the number and wide range of authors they have translated, and with 

the similarities in their cultural and professional backgrounds. This allowed for 

a suitable degree of diversity across the translations by each translator while 

retaining comparability between the works of the two translators. Both Margaret 

Jull Costa and Peter Bush have translated from Spanish and Portuguese into 

English. The source texts they have worked with have been produced in very 

different cultural backgrounds, and in the case of Margaret Jull Costa, in differ-

ent historical periods. Regarding the translators’ own cultural and professional 

backgrounds, both are British and lived in Great Britain for most of their adult 

lives. Neither has an explicitly endorsed political agenda – such as feminist or 

minoritizing translation – in relation to their professional work. This meant that 

differences in their style would be unlikely to be attributable to different transla-

tion traditions or to allegiance to different schools of thought.

The question of which translations to include in the two corpora was partly 

determined by the fact that it was necessary to obtain authorization to scan 

the texts. Kenny (2001: 115) notes that copyright holders introduce an element 

of self-selection into the corpus, and this was clearly the case in this instance, 

therefore no attempt at a stratifi ed sampling was made.

The full contents of the Corpus of Translations by Peter Bush (CTPB) and the 

Corpus of Translations by Margaret Jull Costa (CTMJC) are listed in Saldanha 

(2005, 2011). Each corpus consists of fi ve source texts, by fi ve different authors, 

and their translations. CTPB contains approximately 436,000 tokens and 

CTMJC approximately 260,000 tokens. The different sizes of the two corpora 

respond to constraints in the number of texts that could be used for the rea-

sons explained above concerning copyright. Peter Bush is represented by four 

translations from Spanish and one from Portuguese; Margaret Jull Costa by 

three translations from Spanish and two from Portuguese. In CTPB all the 

source texts were published from the 1980s onwards. In CTMJC, the dates of 

publication of the source texts span more than a century, from 1880 to 1993. 

All the translations were published in the past 25 years.
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The ideal reference corpus would have been a parallel corpus of translations 

of Spanish and Portuguese narrative prose into English by many different 

translators. Such a corpus was not available, but COMPARA, a bi-directional 

parallel corpus of Portuguese and English narrative, was thought to provide 

a reasonable point of reference (Frankenberg-Garcia and Santos 2003). A key 

feature of this corpus and one that made it possible to use it as a reference 

corpus for this particular study is that instances of foreign words are tagged 

and therefore easily retrievable. The main problem with using COMPARA as 

a control corpus was that all the translations are from Portuguese, while only 

three of the ten translations in CTPB and CTMJC are from that language. 

However, given that Spanish and Portuguese are closely related languages, 

and that the results to be compared would be those for the English texts only, 

this was not deemed a major drawback. Another difference is that the texts in 

COMPARA are extracts (30 per cent of the total number of words) and not full 

texts as in CTMJC and CTPB, but since the results are normalized, this was 

not a primary concern. In other respects, COMPARA is a very good source of 

comparative data. At the time when the analyses were carried out, it included 

34 English translations (totalling 700,554 tokens) of 33 different Portuguese 

texts, and 24 Portuguese translations (675,466 tokens) of 22 different English 

texts.2 The translations into English were carried out by 16 different transla-

tors and, with one exception, they were all published in the past 35 years. An 

important advantage of using COMPARA was that it is freely accessible via the 

World Wide Web through an online concordancer.

10.2 The Data

10.2.1 Highlighted Source Culture Lexical Items in CTPB

Foreign lexical items were chosen for investigation because a previous study 

of typographical markers in the translations had revealed that italics and quo-

tation marks used to highlight foreign items were often omitted and added 

(Saldanha 2005, 2011). In the fi rst instance, the study focused on the data 

retrieved during that previous study, that is, on foreign items that were high-

lighted using either italics or quotation marks.

It is important to note that not only single words are considered in the 

results, but also instances where two or more foreign words are introduced at 

a particular point in the source text or translation as one unit, even when, by 

other standards, they may not be considered a multi-word unit. An example 

is el payo in the sentence ‘His ancestral distrust of el payo would in this case 

explain his defensive attitude . . . ’ (BGTT).3 Here el payo is counted as one item 

even if it is an article followed by a noun because it is introduced in the text 
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as a single lexical choice, the representation of one ‘concept’ or ‘idea’ which 

the translator chose to convey in a foreign language. Considering it as two 

distinct foreign words would artifi cially infl ate the number of foreign items in 

the text. Another case worth mentioning here is that of contos de réis (a former 

Portuguese currency) and the shortened form contos; these were considered 

variants of a single lexical item.

In CTPB the number of italics highlighting foreign items that are added in 

the target texts (and absent in the source texts) is much higher than that of 

italics present in the source texts and omitted in the target text. Added italics 

highlighting foreign items are also more evenly distributed among the texts: 

they appear in all fi ve translations. Italics (and in one case, quotation marks) 

omitted are a feature of only three of the fi ve translations and 79 per cent of 

all omitted italics are accounted for by one text pair (Bush-Goytisolo), so they 

cannot be considered a consistent feature in CTPB.

In most cases the foreign items italicized in the translations are source lan-

guage items (Spanish and Portuguese). There are 25 Spanish lexical items (43 

occurrences) distributed among the four translations from that language, and 

eight Portuguese words (ten occurrences) in the translation of Buarque’s text. 

Table 10.1 shows the distribution of source language words per translated text, 

including total number of occurrences, total number of different lexical items 

and normalized frequency.4 Frequencies were normalized per 30,000, which is 

the approximate average length of all the texts included in CTPB, CTMJC and 

COMPARA. Normalized frequencies are the most reliable indicators because 

of the different lengths of the texts.

The results in Table 10.1 suggest that the use of highlighted foreign items, 

in particular, source language words, is a consistent feature in CTPB. The 

tendency to retain source culture lexical items is also refl ected in the use of 

Catalan and Shuar words in the translations of the works by Goytisolo and 

Sepúlveda respectively. Those languages co-exist with Spanish in the source 

cultures and the fact that the Catalan and Shuar words in question are not 

Table 10.1 Distribution of source language items in translated texts in CTPB

 Occurrences Distinct lexical items

Translation Total
Normalized 
frequencies Total Normalized frequencies

BBTT 10 8.5 8 6.8

BGTT 18 6.5 14 5.0

BOTT 20 9.2 7 3.2

BPTT 2 5.5 2 5.5

BSTT 3 3.3 2 2.2

Total CTPB 53 7.2 33 4.4
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italicized in the source texts might refl ect their common use in the linguistic 

communities where the novels take place. Take, for instance, the case of riera 

in Example 1, which is retained in the target text. In the source text, it offers 

an example of the ‘diluted’ Spanish that the author describes as being the lan-

guage spoken by his immediate family during his childhood.

(1)  BGST: . . . se extravió al salir de la estación en el camino de la riera y llegó 

a casa turbada . . . 

  BGTT: . . . she left the station on the way to the riera and reached home 

fl ushed . . . 

If we consider all source culture words, that is, if we add words of Shuar and 

Catalan origin to the list of Spanish and Portuguese words kept in the transla-

tions, we have an even clearer pattern (see Table 10.2) showing that Bush tends 

to punctuate his translations with linguistic items that belong to the source 

culture.

10.2.2 Highlighted Source Culture Lexical Items in CTMJC

In CTMJC neither the omission nor the addition of italics and quotation 

marks highlighting foreign items is a consistent feature across the translations. 

Omissions are concentrated in two text-pairs. Additions are a feature of four 

of the fi ve translations, but 71 per cent are accounted for by one translation. 

Frequencies do not correlate with text-lengths, so uneven distribution cannot 

be attributed to varying sample sizes.

A shared characteristic of the two corpora is that the majority of italicized 

foreign words in the target texts are words that have been retained in the 

source language in the translation. In CTMJC, there are 38 occurrences of 

highlighted Portuguese words and fi ve of highlighted Spanish words in the 

Table 10.2 Distribution of source culture lexical items in translated texts in 

CTPB

 Occurrences Distinct lexical items

Translation Total
Normalized 
frequencies Total Normalized frequencies

BBTT 10 8.5 8 6.7

BGTT 23 8.3 17 6.1

BOTT 20 9.2 7 3.2

BPTT 2 5.5 2 5.5

BSTT 13 14.2 6 6.6

Total CTPB 68 9.2 40 5.4
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translations. However, apart from being concentrated mostly in one text 

(almost 70 per cent are accounted for by the translation of Eça de Queiroz’s 

O Mandarin), those 43 occurrences represent in fact only 12 different lexi-

cal items (see Table 10.3). These results are quite different to those obtained 

in CTPB, where a total of 53 source language items represented 33 different 

forms distributed among the fi ve translations (compare Table 10.1 and Table 

10.3).

Even though the normalized frequency for all occurrences of source lan-

guage items is higher in CTMJC than in CTPB, this does not take into consid-

eration the fact that the number of different lexical items is considerably lower 

in CTMJC. Moreover, and this is actually concealed by the normalized totals 

offered in Table 10.1 and Table 10.3, the distribution is considerably more 

even across texts in Table 10.1 than in Table 10.3. If we compare the results for 

each text in the two corpora, we note that the normalized frequency for four 

of the texts in CTMJC is lower than the lowest frequency in all CTPB target 

texts (2.2 in BSTT).

It is worth noting that, because the total frequencies are normalized, if more 

texts were added to CTMJC and the number of different source language words 

increased along the same ratio as recorded in the fi ve texts already included, 

this would make no difference to the results presented. Having read other 

translations by Jull Costa, I have no reason to suspect the patterns described 

here would change if more translations were added to the corpus.

The differences between the use of source culture lexical items in the trans-

lations by Bush and Jull Costa are not only quantitative but also qualitative in 

nature. The communicative function of these lexical items is described in more 

detail in Section 10.4 below, but it is worth pointing out here that fi ve of the 12 

different forms in CTMJC are names of currency: real, tostão, conto and mil-réis 
in Portuguese, and real in Spanish. The latter is used only once, but different 

forms of the Portuguese terms are repeated several times in the translation of 

Queiroz’s text and account for 25 of the 30 occurrences. Bush, on the other 

hand, never italicizes currency terms. There are several instances of such terms 

Table 10.3 Distribution of source language items in translated texts in CTMJC

 Occurrences Distinct lexical items

Translation Total
Normalized 
frequencies Total

Normalized 
frequencies

JCSFTT 2 1.5 2 1.5

JCSCTT 8 8.0 2 2.0

JCQTT 30 38.2 7 8.9

JCVTT 3 3.8 1 1.3

Total CTMJC 43 9.4 12 2.6
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in CTPB: fi ve instances of pesos (three in Paz’s text and two in Onetti’s), four 

instances of pesetas (in Goytisolo’s), and two instances of sucres (in Sepúlveda’s). 

In all cases the same terms are used in the translations without being italicized.

In view of the above results, it seems reasonable to put forward the hypoth-

esis that retaining source culture lexical items is a characteristic of Peter 

Bush’s translations but not so of Margaret Jull Costa’s. However, the foreign 

items analysed in this study were only those retrieved from concordances of 

italicized and quoted items; therefore, the possibility that Jull Costa also uses 

source language items but does not use any typographic devices to highlight 

them cannot be discarded. For this reason, a more exhaustive search for for-

eign words was needed to validate the above results.

10.2.3 Non-Highlighted Foreign Lexical Items in 
CTPB and CTMJC

Since foreign words had not been tagged in the corpora and cannot be iden-

tifi ed purely on the basis of graphic characteristics, the only alternative to 

retrieve a comprehensive list was to use alphabetically ranked wordlists auto-

matically created in Wordsmith Tools and identify foreign words manually. The 

manual retrieval of foreign words from wordlists is extremely time-consuming. 

Nevertheless, the possibility of producing word lists automatically made the 

process quick enough for it to be cost effective, in a way that reading through 

the novels pencil-in-hand would not have been (see Kenny 2001: 130–2 for a 

similar problem in identifying creative forms).

Apart from being time-consuming, the manual identifi cation of foreign 

words is prone to human errors. In order to ensure the highest possible degree 

of precision and recall, the process of identifying a list of foreign items was car-

ried out in stages, starting with a very inclusive approach, to maximize recall, 

and ending with a very strict and restricted fi lter, to maximize precision. A 

single list was created for all the target texts in both corpora so as to avoid any 

possible bias from the researcher’s expectation that foreign words would be 

more common in one corpus than another. The fi rst stage of retrieval, carried 

out by the researcher, involved extracting all foreign items with the excep-

tion of proper nouns, personal titles, foreign language quotations and titles of 

books, magazines, and so forth. The second stage involved the participation 

of a native speaker who went through the lists fi ltering out words that were 

undoubtedly of common use in English. Judging the degree of assimilation 

of foreign words in a language is a rather complex matter to be left to native-

speaker’s intuition, but there is no fl awless method. The solution opted for in 

this study was to use inclusion in a standard, comprehensive, English diction-

ary (the Collins English Dictionary) as the ultimate criterion for considering a 

word as lexicalized in the English language. Although, as Peters (2004: 296) 
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notes, ‘dictionaries themselves wrestle with the problem and their conclusions 

are sometimes inscrutable’, a dictionary still provides an informed and reliably 

independent standard against which the data can be assessed.

After fi ltering out all instances occurring in the Collins English Dictionary, the 

total number of foreign items in CTPB was 52 and in CTMJC 11. Some of those 

items were repeated, so in CTMJC the total number of instances of foreign 

items was 22 and in CTPB 90. Because Wordsmith Tools neutralize all typo-

graphical differences, foreign words retrieved from the word lists necessarily 

overlapped with those retrieved from concordances of italicized items. As a 

result, although these results are invaluable in the sense that they completely 

rule out the possibility that Jull Costa might be using more foreign words but 

without italics, they do not change substantially the picture obtained from the 

fi ndings presented in the previous section concerning the use of highlighted 

foreign items; they simply add further supporting evidence. In CTMJC, 10 of 

the 11 items were italicized; in other words, the only new foreign word revealed 

is meseta (plateau). In CTPB, 46 of the 52 foreign words were italicized. Those 

written in roman type were one French word, palafi tte (stilt house) and the fol-

lowing fi ve Spanish words: calles (streets), chicha (an alcoholic drink), chirimoya 

(custard apple), partituras (music scores) and prú oriental (a drink).

10.2.4 Comparative Data

Data from COMPARA was used to provide a relative norm of comparison 

against which the results from both corpora could be assessed. The aim of this 

comparison was to determine to what extent the frequent use (in Peter Bush’s 

case) or infrequent use (in Margaret Jull Costa’s case) of source culture items 

distinguishes the work of these translators from that of others. Non-italicized 

words were not counted because they cannot be retrieved from COMPARA. A 

total of 177 instances of foreign words were found in COMPARA, represent-

ing 66 different lexical items (see Table 10.4). The normalized frequency is 

3.8, lower than that in CTPB (4.4) and higher than that in CTMJC (2.6). If we 

include words of Shuar and Catalan origin that are not italicized in the source 

text but only in the translation in CTPB, then the normalized frequency for 

CTPB is 5.3. Although the differences are not striking, it is interesting that the 

results from CTPB and CTMJC point in different directions in relation to the 

results from COMPARA. It is also important to remember that normalized 

totals average out differences in the distribution across fi les. In CTMJC, almost 

60 per cent of all occurrences of source language words are concentrated in 

one translation while one of the fi ve texts contains no source language words. 

In COMPARA almost half (i.e. 13) of the 29 extracts used for this study con-

tain no foreign words, and approximately a third (i.e. 23) of all occurrences 

are accounted for by one translation.
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It is important to point out that although a pattern of choice seems to be 

evident from the results obtained, this is not pervasive enough within each 

text to be considered a prominent stylistic feature of the individual texts them-

selves. It is only when we take several translations into consideration, and when 

these are compared to the work of other translators, that the choice appears 

as characteristic of the two translators. This is because the analysis focuses on 

one single and not very common stylistic feature; but it is expected that once 

a wider range of translator-specifi c features is revealed using similar methods, 

their collective impact on the text can be more easily determined.

10.3 Beyond Frequencies: The Communicative 

Function of Source Culture Items in Translation

Given the diversity of texts included in each corpus, it seems unlikely that it 

is source text characteristics that require the use of source language items in 

one corpus and not the other. Still, some could argue that it is the cultural 

specifi city of the terms appearing in the source text translated by Peter Bush 

which requires the use of foreign lexical items. However, a detailed qualita-

tive analysis of the communicative function of foreign words used in the texts 

suggests otherwise: fi rst, not all source culture lexical items used in the trans-

lations are culture specifi c; second, the use of borrowings – that is, the verba-

tim  transferring of the culture-specifi c item into the target text (Hervey and 

Higgins 1992: 31) – is only one possible way of dealing with culture-specifi c 

items in translation; and fi nally, there are subtle but revealing differences in 

when and how the two translators use even the same cultural borrowings.

10.3.1 Cases of Self-Referentiality

Source culture items in the translations can be roughly categorized into 

two types: cases of self-refl exiveness or self-referentiality (Hermans 1996), 

Table 10.4 Source language words used in COMPARA, CTMJC and CTPB

 COMPARA CTMJC CTPB

Number of words in corpus 516,743 136,534 221,987

Total number of occurrences 

of SL lexical items in TTs

177 43 53

Total number of different SL 

lexical items in TTs

66 12 33

Normalized frequency of 

different lexical items

3.8 2.6 4.4
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and culture-specifi c items. Self-referential and culture-specifi c items are not 

mutually exclusive. Cases of self-referentiality often involve words mentioned 

rather than used. These do not always pose a problem for the translator. A 

problem arises only when there is no equivalent in the target language (see 

Examples 9, 10 and 11 below), or when there is an explicit or implicit refer-

ence to the linguistic system the word or expression belongs to (see Example 

3). In the fi rst case, it is the cultural or linguistic specifi city of the word that 

poses the  problem and not the fact that it is mentioned rather than used, so 

these cases can be subsumed within the category of culture-specifi c items. The 

second case presents instances of what Hermans (1996: 29) calls cases of self-

 refl exiveness or self-referentiality involving the medium of communication 

itself. Hermans mentions as ‘obvious cases’ of self-referentiality those where 

texts ‘affi rm being written in a particular language’, or ‘exploit their idiom 

through polysemy, wordplay and similar devices’. In Example 2, the second 

instance of reconocerlo is used to refer to the word itself, but because there is 

no reference to the linguistic system that the word belongs to, or to other 

signifi ers in that system, it can be easily translated by the English word ‘recog-

nize’. This is not so in Example 3. Here, the speaker explains (despite several 

interruptions by his interlocutor, which have been omitted here) that the word 

mandarim comes from the Portuguese mandar, and it is clear from the dialogue 

that this is the language spoken by his interlocutor, whose voice is also that 

of the narrator. Translating mandar with an English word would result in an 

incongruity, although a rendering that involves omitting the Portuguese word 

would still be possible (e.g. ‘[Mandarin]’ comes from the Portuguese word for 

‘command’):

(2) JCVST: . . . y sonríe aliviada al reconocerlo a Alfredi. Y reconocerlo es 

la palabra porque el médico-taxista lleva puesta (mal) una barba postiza 

blanca.
 JCVTT: . . . only to smile with relief when she recognizes Alfredi. And ‘rec-

ognize’ is the right word since the doctor-cum-taxi driver is at this point 

wearing a (clumsily applied) false white beard.

(3) JCQST: ‘Mandarim’ [ . . . ] É o nome que no século XVI os navegadores do 

seu país, [ . . . ] deram aos funcionários chineses. Vem do seu verbo [ . . . ] 

Do seu lindo verbo ‘mandar’ . . . 

 JCQTT: ‘Mandarin’ [ . . . ] It’s the name the sixteenth-century navigators 

from your country [ . . . ] gave to Chinese offi cials. It comes from the verb 

[ . . . ] From that lovely verb of yours ‘mandar’ – to command.

Hermans (1996: 29) argues that cases of self-referentiality are likely to trig-

ger the intrusion of the translator’s voice in the narrative text. This is what 

happens in Example 3, where the translator’s strategy involves retaining the 
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source language reference. Sudden departure from the language of the trans-

lation is bound to remind the readers that they are reading a translation. In all 

the cases of self-referentiality involving the medium of communication itself 

in CTPB and CTMJC, both translators have opted for a solution that does dis-

turb, to some extent, the illusion of transparency, but in rather different ways. 

In the two cases where a word is mentioned rather than used in CTMJC and 

reference is made to the linguistic system to which it belongs, Jull Costa inter-

venes to provide a gloss for the Portuguese. Those two cases are Example 3 

above and the word chá which appears in the same translation and is rendered 

as the word for tea, ‘chá’ (in JCQTT). Bush, on the other hand, consistently 

leaves the words to stand for themselves in all cases, without providing glosses, 

as in Example 4, where a Catalan term is compared to a Spanish one:

(4) BGST: . . . la belleza misteriosa del término ‘luciérnaga’ frente a la grosería 

y miseria del ‘cuca de llum’ local

 BGTT: . . . the mysterious beauty of the term luciérnaga as opposed to the 

miserable obscenity of the local cuca de llum

10.3.2 Culture-Specifi c Items

Culture-specifi c items refl ect the absence – at least from the translator’s point 

of view – of a target text item that, given the context, can perform the same 

function as that performed by the source item in the source text. Aixelá (1996: 

58) defi nes them as

textually actualized items whose function and connotations in a source text 

involve a translation problem in their transference to a target text, whenever 

this problem is a product of the nonexistence of the referred item or of its differ-

ent intertextual status in the cultural system of the readers of the  target text.

Paradoxically, the cultural specifi city of an item is not determined by the cul-

ture the item belongs to, but by the culture it is absent from. The non-existence 

of, or different value assigned to, the given item in the target culture, however, 

also depends on the context in which it appears. The context is important 

because the polysemous nature of words means that the same item may be 

culture-specifi c in one context and not in others, depending on the specifi c 

function that it fulfi ls in each. The degree of repetition of a culture-specifi c 

term in a certain text is another factor that may infl uence the translator’s deci-

sion. Repetition facilitates the success of cultural borrowing, because it gives 

the receivers of the translation the opportunity to absorb both the form of the 

expression and its cultural content (Ivir 1987: 38). An example is the Spanish 

word señora, which is used several times in one of the translations by Jull Costa 

and twice in a translation by Bush.
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Señora is used to refer politely to an adult woman and – as opposed to 

señorita – generally implies that the woman is married. Señora can also be 

used as a rather deferential form of address, either as a vocative or as a title. 

It is a term commonly used by maids, cleaners and other domestic workers to 

address their employers when these are women. The word señora, depending 

on the context, can be rendered in English as ‘woman’, ‘lady’, ‘Mrs’, ‘madam’, 

and in most cases the translation is unproblematic, as in Example 5:

(5) JCSFST: La señora, aunque había bailado con él en los teatros de 

París . . . 

 JCSFTT: Although the lady had danced with him in the theatres of Paris . . . 

However, in Valenzuela’s Bedside Manners the word señora is used in such a way 

that it becomes a culture-specifi c element. Example 6 shows how the term is 

fi rst introduced, as used by a maid, María, in order to address the main char-

acter in the story. Jull Costa opts for keeping the Spanish word. She does not 

provide a gloss or add any form of contextual information, but the word is 

included in the Collins English Dictionary and most English-speaking readers 

can be expected to be familiar with it. Besides, it appears in the text preceded 

by ‘address as’, which leaves clear its function in the text.

(6) JCVST: ella . . . ni se había dirigido a María al llegar, ni le había dicho su nom-

bre ni le había hecho pedido alguno. María por lo tanto la llama Señora, y 

ella se siente bien como Señora, en la cama, sin ganas de moverse.

 JCVTT: she hadn’t even spoken to María when she got there, hadn’t even 

introduced herself or asked her for anything. María therefore addresses 

her as ‘Señora’ and she enjoys being the ‘Señora’, lying in bed, with no 

desire to move.

Before the main character is addressed as Señora by the maid, the narrator 

refers to her as una mujer (a woman) but from that moment on she becomes the 

señora both in the source and target texts, and we never know her name. In the 

source text, apart from the fi rst two instances (illustrated in Example 6) señora 

is not capitalized. In the target text, however, the word is used with initial cap-

ital, which highlights the fact that it is a title (see Example 7):

(7) JCVST: – . . . Como corresponde, señora. Por qué no me dejará tranquila, 

se pregunta la tal señora, . . . 

 JCVTT: . . . Exactly what you need, Señora. Why won’t she leave me in 

peace? The Señora wonders, . . . 

In this text, the term is used in such a way that it becomes imbued with con-

notations that effectively describe the woman’s situation in relation to that of 
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other characters: unlike them, she is a middle class woman who is seriously out 

of touch with the events unfolding around her. None of the available English 

equivalents mentioned above can be used in all the instances where señora is 

used (compare Example 6 and Example 7 with Example 5 above), and it is this 

‘gap’ in the target language that makes señora a culture-specifi c item in this 

particular context.

Bush, like Jull Costa, translates señora as ‘lady’ or ‘woman’ in most cases, but 

he also keeps the Spanish word in one instance (Example 8). However, this is 

not a case where the term becomes a keyword through repetition and the con-

text is not as informative as in Example 6: although it can be assumed that the 

average English-speaking reader will be familiar with this word, it may not be 

so clear why a woman may be ‘annoyed’ at being referred to as señora.

(8) BOST: Ossorio consiguió un tono agresivo para decir: – Si se puede hab-

lar sin reservas me gustaría hablarte. O podemos salir. No conozco a la 

señora.

 Sabía que la palabra señora iba a crispar a la mujer, . . . 

 BOTT: Ossorio managed an aggressive tone of voice. ‘If we can talk here 

quite freely I would like to talk to you. Or we can go out. I don’t know the 

señora.’ He knew the word señora would annoy the woman; . . . 

While in Jull Costa’s translation the use of señora was heavily determined by 

its context, this case strikes us as a less obvious instance of cultural specifi city; 

the word is not repeated outside the example, and ‘lady’ could also have been 

a valid choice. This example shows how the two translators can opt to repro-

duce the same source language word but under very different circumstances.

Another interesting example is provided by the two translators’ choices when 

dealing with very similar culture-specifi c terms: formal and informal forms 

of address. In the novels by Onetti and Sá-Carneiro, translated by Bush and 

Jull Costa respectively, the formal and informal forms of address in Spanish 

and Portuguese are used self-referentially in various instances. Although both 

translators reproduce in the translations the actual source language forms 

(usted and tú in Spanish and você and tu in Portuguese), they generally differ in 

the choice of verb introducing them (see Example 9 and Example 10).

(9) BOST: Siempre, en todo caso, nos trataremos de usted.

 BOTT: ‘ . . . we must always use usted to each other.’

(10) JCSCST: . . . eu e Ricardo não nos tratávamos por tu,

  JCSCTT: . . . Ricardo and I never addressed each other as ‘tu’,

The Spanish trataremos de and the Portuguese tratávamos por both mean ‘address 

as’. The lemmas in the two languages are cognates; surface differences in the 
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examples are explained partly by the fact that the Spanish verb is marked for 

future tense, while the Portuguese verb is in the past tense. Bush translates the 

Spanish as ‘use “usted” to each other’ in all instances, whereas Jull Costa opts 

for the more explicit ‘address each other as “tu” ’ or ‘call each other “tu” ’, mak-

ing clear that what is being discussed is a form of address (see also Saldanha 

2008). Note that the idea of ‘addressing’ is also present in the Portuguese tratar 
por, and in the Spanish tratar de, so it is only when contrasted with the choice of 

‘use’ in the translation by Bush that Jull Costa’s lexical choice strikes us as more 

explicit. In Example 11, however, the solution adopted by Jull Costa involves 

two explicitating shifts: fi rst, você is qualifi ed as ‘formal’, and second, ‘call each 

other’ is added before tu in a place where the source text is much more vague.

(11)  JCSCTT: E olha, fi ca combinado: de hoje em diante acabou-se o ‘você’. 

Viva o ‘tu’!

   [Literally: And look, it’s agreed: from today onwards there’s no more 

‘você’. ‘Viva’ the ‘tu’!]

   JCSCTT: Look, from now on, we’ll have no more of this formal ‘você’ 

business. From now on we call each other ‘tu’.

The translation of forms of address shows how even in similar situations the two 

translators’ approaches can differ in subtle but rather revealing ways. This dif-

ference is part of a more general trend in the way Bush and Jull Costa deal with 

culture-specifi c items. Jull Costa uses cultural borrowings only when strictly nec-

essary and ensures that the reader is provided with enough information to work 

out the meaning of the foreign words. Sometimes the information  provided by 

the context in the source text itself is deemed enough, as in Example 6. Other 

times, the translator adds relevant information, although not usually in the 

form of intra-textual glosses as such, but rather in the form of subtle contextual 

clues that facilitate comprehension while trying to make the translator’s voice 

as unobtrusive as possible as in Example 11. In Example 12, in the source text, 

guardia civil is a collocate of ‘color’, and it is an unusual collocate for that node, 

an instance of what Kenny (2001: 134–41) calls ‘creative collocation’. In the tar-

get text, Jull Costa borrows the Spanish term and, although she does not defi ne 

it, she provides two important pieces of information, namely, that a guardia civil 
wears a uniform, and that this uniform is green. What is more, the metonymy 

in the source text is rendered as a simile in the target text, so the comparative 

element is also more explicit (see Weissbrod 1992).

(12)  JCSFST: En un rincón había una montaña de botellas, color guardia civil, 

cubiertas de polvo.

   [Literally: In one corner there was a pile of bottles, guardia-civil colour, 

covered in dust.]

   JCSFTT: In one corner there was a pile of dusty bottles, green as a guardia 
civil’s uniform.
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The higher number and variety of culture-specifi c terms in CTPB are  indicative 

of a willingness to let the source culture shine through in the translation. 

Although in some cases the source language words represent culture-specifi c 

items for which there is no close equivalent in English, for example, capirinha,5 

or almogávares;6 in others it would have been possible to offer an English 

translation. See for instance Example 1 above. Another example is tómbola, 

which can be translated as ‘tombola’, but where Bush has chosen to use the 

Spanish spelling; another is bachillerato,7 which despite being to some extent 

 culture-specifi c, can be translated as ‘secondary school’ in certain contexts 

(Example 13).

(13)  BGST: Apoyándonos uno en el otro, llegamos a concluir nuestro bachil-

lerato paticojo sin demasiados tropiezos.

   BGTT: By helping each other, we managed to fi nish our crippled bachil-
lerato without too many mishaps.

Bush’s strategy differs from that of Jull Costa’s not only in that he is more likely 

to use cultural borrowings but in that he rarely adds information that will clar-

ify the meaning of borrowed terms. In CTPB there are 36 different source lan-

guage terms that can be considered culture-specifi c, and intra-textual glosses 

are provided for only three of them: felipes (glossed as ‘Popular Liberation 

Front’), equis (rendered as ‘equis-viper’) and chicha (rendered as ‘chicha beer’). 

If Catalan and Shuar culture-specifi c terms are also taken into account, then 

intra-textual glosses are provided for fi ve of the 46 culture-specifi c items to be 

found in Bush’s translations. The word tzantzas is glossed as ‘the sloths’ and the 

word yahuasca as ‘yahuasca plant’.

Where no explicitation accompanies the cultural borrowing, sometimes the 

meaning is nonetheless clear from the context. However, contextual informa-

tion is not always suffi cient to make out the meaning of the foreign items, as 

in Example 14.8 This situation never arises in relation to any of the culture-

specifi c items found in CTMJC.

(14)  BGST: . . . su apellido no es catalán y de probable ascendencia gitana. Su 

desconfi anza ancestral del payo explicaría en este caso su actitud defen-

siva ante la vida . . . 

   BGTT: . . . his surname isn’t Catalan and sounds gypsyish. His ancestral 

 distrust of el payo would in this case explain his defensive attitude to life . . . 

Finally, it is worth noting that the avoidance of source culture borrowings 

is in line with Jull Costa’s general reluctance to use any foreign words, since 

she does not always carry across to the translation words of other foreign 

origins found in the source text. Of all instances of foreign words (excluding 

English words) in the source text, Jull Costa retains only 46 per cent. The 
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following is an example where a French word in the ST is not kept in the 

target text:

(15)  JCSCST marcamos rendez-vous para a noite seguinte, na Closerie,

   JCSCTT we arranged to meet the following night at ten in the Closerie.

Bush, on the other hand, keeps 90 per cent of all instances of foreign words 

(excluding English words) in the source text, and occasionally uses French 

words as translations of Spanish and Portuguese words (see Example 16).

(16)  BOST: . . . dio un paso en la luz mostrando de golpe su cara, como en un 

calculado efecto de teatro, . . . 

   BOTT: . . . and stepped forward into the light, suddenly revealing his 

face, like some premeditated coup de théâtre, . . . 

By choosing to use a foreign form to represent a particular phenomenon, 

the writer/translator places the phenomenon outside – or at least removed 

from – the implied reader’s experience of the world. By translating it, the 

writer is bringing the phenomenon within the realm of what is familiar to 

the implied reader. Therefore, in terms of stylistic signifi cance, the use of 

source culture words, and in particular cultural borrowings, can be said to 

affect the ideational and interpersonal functions of the translation.

10.4 Beyond the Text: What Do These Results Tell 

Us about the Translators?

Meta-textual data (including interviews with the translators, pieces of aca-

demic writing by the translators and reviews of their translations) were used in 

Saldanha (2005) in order to describe the translators’ positions and projects, and 

the horizon of translation (Berman 1995) and thus contextualize the results. The 

analysis of meta-textual data suggests that the most important factor in deter-

mining the translators’ choice is their different conceptualization of their role 

as intercultural mediators, in particular in relation to their readership.

During (separate) interviews with the translators, they were asked what 

they thought of the use of foreign words in translations. Jull Costa explained 

that she uses them only when the concept does not exist in English; ‘but it’s 

very rare’. She does not like using them, and as justifi cation she offers, simply: 

‘because I am a translator’. Bush, on the other hand, asked in return: ‘how 

does one determine what the readers’ reactions are like?’ The tendency is to 

avoid referring the reader to a dictionary, but ‘why not? Some readers like to 

look up things in the dictionary and fi nd out what the meaning of the foreign 

word is’.
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So, while Jull Costa sees it as her job to bridge the cultural or linguistic gap, 

Bush is more willing to let his readers make the effort themselves. Bush also 

argues that readers tend to be ‘patronized’. This is consistent with a general 

disposition to challenge readers which becomes obvious in Bush’s own dis-

course on translation (see, for example, Bush 1999).

I would not go as far as saying that Jull Costa and Bush have different reader-

ships in mind. They both translate for an educated English-speaking readership 

that is prepared to read translated literature, including ‘diffi cult’ writers such 

as Goytisolo or Saramago. They differ, however, in terms of how far they will 

go to meet the audience on its own terms and their willingness to align them-

selves occasionally with the source culture and present translated language as 

the language of an ‘out-group’. Bush’s position is that ‘although the translator 

will inevitably think about the eventual readerships for his translation, the 

reader he must translate for is himself, as no-one else will be so embedded in 

the struggle between original and nascent text’ (Bush 2002: 23).

Jull Costa, on the other hand, does not want the person reading the transla-

tion ‘to come across things which may distract them from their reading experi-

ence’; she sees it as her challenge ‘to make them [readers] stop thinking that 

translations are not worth reading, that they are not, somehow, the real thing’ 

(personal communication). Her strategy, however, is not to challenge her read-

ers but to reach out to them. Jull Costa wants her translations to be acceptable 

in the terms established by the target culture, her translations are driven by 

a desire to make their reading a pleasurable experience, which is not inter-

rupted by encounters with information, such as foreign words, that the readers 

cannot process in their own cognitive environment.

10.5 Conclusion

This chapter has presented an analysis of the use of foreign words in transla-

tions by Margaret Jull Costa and Peter Bush based on the methodology pro-

posed by Baker (2000) and further elaborated on in Saldanha (2005, 2011). Jull 

Costa was found to use fewer source culture items and Peter Bush more source 

culture items than is common in translations from Portuguese into English. 

An analysis of the communicative function of foreign words in translation sug-

gested that Bush is more likely than Jull Costa to use cultural borrowings as a 

strategy for dealing with culture-specifi c terms. Jull Costa avoids using lexical 

items that are unfamiliar to the reader; and when she does, she provides con-

textual information that facilitates their understanding. Foreign lexical items, 

especially if unfamiliar to the reader, can be expected to disturb the read-

ing experience, reminding readers of the fact that they are reading a trans-

lation and increasing the diffi culty involved in processing the information. 

The choice of more familiar and more explicit renderings, in contrast, helps 
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to produce a more coherent text. This is in line with other results (Saldanha 

2005, 2008, 2011, forthcoming) concerning the use of emphatic italics and of 

the optional connective ‘that’ after verbs of speech in the two corpora. When 

considered as a whole, the results present a coherent pattern of choice and, in 

the light of extra-textual information about the translators and translation, 

I argue that they refl ect the two translators’ different conceptualizations of 

their readership and of their role as intercultural mediators. Cumulative evi-

dence of translators’ stylistic profi les, along the lines of what has been pre-

sented here, will hopefully serve to highlight the distinctiveness of the literary 

translators’ work and, in the long term, it may help to change the way style is 

seen in relation to translation.

Notes

1 small capitals are used here and elsewhere to represent lemmas.
2 COMPARA is an on-going project and texts are constantly being added to it. Up-

to-date information on the corpus is available from the website: http://www.

linguateca.pt/COMPARA/ (accessed on 13 March 2011).
3 The texts from the two corpora are identifi ed by an acronym consisting of the 

translator’s initial (B for Bush, JC for Jull Costa), the author’s initial (G for Goyti-

solo, for example) and then ST for source text and TT for target text.
4 Note that, because one item appears in two different texts (pensión, in BOTT and 

BGTT), the source language items total 33 in this table.
5 A typical Brazilian cocktail made with the local sugar cane rum.
6 Specially trained Spanish soldiers famous for their role in the Christian re-con-

quest of Spain during the thirteenth Century.
7 Qualifi cation obtained when fi nishing secondary school in Spain and certain 

Latin American countries.
8 Payo, according to the Diccionario de la Real Academia Española, can be a word used 

by gypsies to designate ‘someone not belonging to their race’ (my translation).
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Chapter 11

A Link between Simplifi cation and 
Explicitation in English–Xhosa Parallel 

Texts: Do the Morphological Complexities 
of Xhosa Have an Infl uence?

Koliswa Moropa

In this chapter, I begin with an overview of corpus-based research projects 

in the African languages of South Africa before exploring the link between 

simplifi cation and explicitation, and attempting to establish whether it can 

be assumed that the concordial system of Xhosa has some bearing on the 

connection observed between simplifi cation and explicitation in translated 

texts. Since the breaking up of sentences is a translation strategy from which 

the entire discussion in this chapter emanates, I discuss some of the morpho-

logical features of Xhosa linked to the noun class system, the grammatical 

concord which brings about agreement between words in a sentence. A brief 

overview of the concept of translation ‘universals’ is provided and it is fol-

lowed by the analysis of simplifi cation and explicitation strategies. The break-

ing up of sentences is fi rst discussed, and thereafter I illustrate how, in turn, 

this strategy leads to explicitation strategies such as the insertion of an explicit 

demonstrative at the beginning of the second target language sentence, lex-

ical repetition and the addition of explanatory information. Examples cited 

are taken from the English-Xhosa Parallel Corpus.

11.1 Research Using Parallel Corpora in African Languages

Since the dawn of democracy in South Africa and the advent of a multilin-

gual language policy, there has been a signifi cant increase in the demand 

for the translation of hegemonic languages (English and Afrikaans) into the 

previously marginalized languages (Xhosa, Zulu, Ndebele, Swati, Northern 

Sotho, Southern Sotho, Tswana, Tsonga and Venda) and vice versa. Although 

the volume of translation into African languages has increased substantially, 
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the problem is that translated texts, due to a lack of terminology, are not 

of a uniformly acceptable standard. This has prompted a number of South 

African scholars to begin using parallel corpora as part of their research on 

terminology and standardization, as well as on typical translation strategies. 

In Moropa (2005, 2007) I provide an overview of the two most salient corpus 

projects by Madiba (2004) and Gauton and De Schryver (2004) in this regard, 

which are also discussed briefl y here.

Madiba (2004), using the Special Language Corpora for African Languages 
(SPeLCAL), illustrates how parallel corpora can be used as tools for devel-

oping the indigenous languages of South Africa. The SPeLCAL project was 

born out of the need for language resources to support the implementation 

of South Africa’s multilingual language policy adopted after the democratic 

changes of 1994. The purpose of SPeLCAL (Madiba 2004: 136) is twofold:

To provide a language resource for the compilation of specialized diction-• 

aries, terminology lists and glossaries in the 11 offi cial languages of South 

Africa;

To provide a resource for research in linguistic fi elds such as terminology, • 

terminography, translation, language for special purposes (LSP) and second 

language teaching.

In a pilot analysis, Madiba (2004) used Multiconcord to analyse translation 

equivalents of terms such as ‘act’, ‘legislation’, ‘rule’, ‘order’ and ‘law’ in a 

parallel corpus of English-Venda texts of The Constitution of the Republic of South 
Africa (Republic of South Africa 1996).

Gauton and De Schryver (2004) demonstrate how special-purpose multilin-

gual and parallel corpora can be used as a translator’s tool in fi nding suitable 

term equivalents when translating technical texts from English to Zulu. In 

conducting the research, the following general-language corpora were used:

The • University of Pretoria Zulu Corpus (PZC), an electronic corpus of fi ve 

million running Zulu words established at the University of Pretoria by De 

Schryver and Dlomo. The corpus comprises literary texts, religious texts, 

internet fi les and pamphlets (Case Study One)

The • University of Pretoria Internet English Corpus (PIEC), an electronic corpus 

of 12.4 million English words ‘culled’ from the internet by Gauton (Case 

Study Two)

In Case Study One, multilingual corpora were used to investigate terminol-

ogy used in the translation of HIV/AIDS texts using the Key Words Function 

in WordSmith Tools. In Case Study Two, parallel corpora dealing with labour 

issues were used to investigate labour terminology in order to determine the 

usefulness of such corpora as a resource for the translation of technical texts 
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into Zulu. The corpora were queried using the parallel concordancing soft-

ware program ParaConc. Gauton and De Schryver (2004) conclude that the 

best terminological results were obtained when using parallel corpora in con-

junction with parallel concordancing software and translation equivalents can 

easily be identifi ed with or without sentence alignment. In such cases, parallel 

corpora function as translation memory.

Elsewhere (in Moropa 2005, 2007), I demonstrate in detail how corpus-

based research can contribute to the analysis of term formation processes in 

Xhosa. Examples cited are taken from the English-Xhosa Parallel Corpus, which 

comprises the following technical texts and their translated Xhosa versions:

Annual Report of the Department of Arts, Culture, Science an• d Technology 
(DACST) for 1997

A Short Guide to the White Paper on Local Government•  (1998)

Annual Report of the Pan South African Language Board (PanSALB) for • 

2001/2002

Three manuals dealing with the Promotion of Access to Information A• ct 
(PAIA) (2003)

Moropa (2005, 2007) analyses the English-Xhosa Parallel Corpus by means 

of ParaConc, a parallel concordancing program which was developed by 

Michael Barlow for linguists and translators who wish to work with translated 

texts. For the successful operation of this software, the texts must be aligned 

(cf. Figure 11.1).

In this chapter, I again draw upon the English-Xhosa Parallel Corpus in exam-

ining the link between simplifi cation and explicitation, and attempting to 

establish whether it can be assumed that the concordial system of Xhosa has 

some bearing on the connection observed between simplifi cation and explici-

tation in translated texts.

The concordial system which seems to impact on Xhosa translated sentences 

is outlined in the following paragraphs. This feature is characteristic of Xhosa 

as well as other South African indigenous languages.

11. 2 The Concordial System in Xhosa

When Xhosa was rendered in written form by the missionaries in the 1800s, 

they observed that the language was characterized by a ‘peculiarity’ which 

caused it to differ in its grammatical structure from other languages. Although 

this uncommon feature was a subject of much thought, it continued to be 

enveloped in mystery until it was designated by Rev W. B. Boyce in 1834 as 

the principle of euphonic/alliteral concord. Today we simply refer to it as a 

concordial relationship. The concordial system can be described as a frequent 
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repetition of certain morphemes in the same sentence, and this promotes 

the euphony of the language (Moropa 2005: 82). The two sentences analysed 

below are extracted from aligned sentences in Figure 11.1.

(1) ST: We are responsible to the Minister of transport, who appoints our 

Board and approves our annual business plan.

 TT: Sinoxanduva kuMphathiswa wezoThutho owonyula iBhodi kwaye amkele 
nesicwangciso sethu sonyaka soshishino.

(2) ST: Our executive team consists of the CEO and four Executive Managers 

responsible for the main organizational components, namely;

 TT: Igqiza lethu lolawulo lineGosa loLawulo eliyiNtloko naBalawuli abane 
 abanoxanduva lwezigqeba ezine zombutho ezi zezi.

In Example 1,1 the noun isicwangciso ‘plan’ belongs to the isi-class and then 

the concords se - so - so - in the rest of the sentence bring about agreement 

between the noun and the qualifi ers. In Example 2, the concordial relation-

ship is brought about by li-, ba and zi-. The noun igqiza (‘team’) belongs to the 

Figure 11.1 Aligned sentences in SAMSA Access to Information Manual (2003)
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i(li)-class, abalawuli (‘managers’) belongs to the aba-class and izigqeba (‘compo-

nents’) belongs to the izi-class (cf. Table 11.1: Xhosa noun classes).

Nouns in Xhosa are grouped together into various classes according to pre-

fi xes. Nouns that have the same prefi x belong to the same class. Most of the 

classes occur in pairs, of which one is the singular and the other is plural. 

Table 11.1 is an illustration of the noun class system found in Xhosa. The 

nouns discussed above are put in brackets next to the relevant class.

The noun prefi x is a very important feature of the Xhosa language, because 

all words which may stand in a special relation to a substantive are brought into 

agreement with it by the class concord. There are several concords such as sub-

ject concord, object concord, adjectival concord, possessive concord and rela-

tive concord. These concords are written together with that particular word 

because they are morphemes (Moropa 2005: 84). The subject concord does 

the work of a pronoun but morphologically it cannot be classifi ed as a pro-

noun because it is a formative and not a word.

Examples 3 to 5, obtained by means of parallel concordance searches, are 

an illustration of the concordial relationship brought about by a class con-

cord, and how this impacts on word frequency. The possessive stem -thu (‘our’) 

is used as an example. Each noun takes a different possessive concord, for 

example: le -, we - and ze -.

(3) -thu (‘our’) with class 5 noun = lethu (SAMSA Manual 2003):

  ST: Our executive team consists of the CEO and the four Executive . . . 

 TT: Igqiza lethu lolawulo lineGosa eliyiNtloko naBalawuli abane . . . 
 ST: This means that if our information offi cer refuses . . . 

 TT: Oku kuthetha ukuba, ukuba igosa lethu lolwazi liyasikhaba . . . 

Table 11.1 Xhosa noun classes

 Singular Plural 

Class Prefi x Class Prefi x

1 um - 2 aba- (abalawuli)
1a u- 2a oo-
3 um - 4 imi-
5 i(li)- (igqiza) 6 ama-
7 isi- (isicwangciso) 8 izi- (izigqeba)
9 in- 10 izi(n)-
11 u(lu) - 10 izi(n)-
14 ubu-

15 uku-

16 pha -

17 uku-
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In Example 3, the possessive lethu qualifi es class 5 nouns, igqiza (‘team’) and 

igosa (‘offi cer’) and the possessive concord is le -. It can also be mentioned that 

the qualifi er in Xhosa comes after the noun.

(4) -thu with class 1a and class 3 nouns = wethu (SAMSA Manual 2003):

  ST: Our head offi ce is in Pretoria . . . 

TT: Undlunkulu wethu usePitoli . . . 
ST: Forms can be obtained from: *Our information offi cers . . . 

TT: Iifomu zingafunyanwa: Kumagosa wethu olwazi . . . 

In Example 4, the possessive wethu qualifi es the class 1(a) noun, undlunkulu 

(‘head offi ce’) and class 6 noun, amagosa olwazi (‘information offi cers’).

(5) -thu with class 10 nouns = zethu (SAMSA Manual 2003):

 ST: Our objectives are to ensure the safety of life . . . 

TT: Iinjongo zethu kukuqinisekisa ukhuselo lobomi . . . 
ST: Our contact details 

TT: Iinkcukacha zethu zoqhakamshelwano

In Example 5, the possessive zethu qualifi es the class 10 nouns, iinjongo (‘object-

ives’) and iinkcukacha (‘details’).

It should be noted that, to get an idea of the overall frequency of a word in 

Xhosa, for example, the possessive ‘our’, the researcher will have to add all the 

different instances of lethu, wethu, zethu and so forth.

11.3 Using ParaConc as a Corpus Tool

As mentioned above, ParaConc was used as the tool for the analyses of the 

data in the corpus. A search method that seems to be particularly productive 

when one searches for possible translations and other associated words is the 

hot word tool in ParaConc.

11.3.1 Hot Words in ParaConc

Since Xhosa is written conjunctively, the hot word tool is very useful 

because it enables one to identify other possible translations of a word in 

a sentence. For example, in Figure 11.2, we fi nd a dialogue box of possible 

translations of ‘local government’ as found in the Short Guide (1998). In the 

list of hot words ulawulozidolophu is the ‘hottest’ word. In other words, it 

ranks highest in the list of words associated with ‘local government’. Barlow 

(2003: 34, see also Barlow 2009) points out that the fi gure can be taken as 
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an ‘approximate guide to the relative strength (hotness) of the different 

words’.

11.3.2 Paradigm Option in Hot Words

The paradigm option in hot words is used to boost the ranking of words whose 

forms are similar. To achieve this, we select ‘OPTIONS’ in hot words and tick 

the paradigm option, as shown in Figures 11.2 and 11.3.
Figure 11.4 provides an illustration of hot words associated with -lawulozid-

olophu using the paradigm option.

The information on hot words associated with -lawulozidolophu (‘local gov-

ernment’) in Figures 11.2 and 11.4 is summarized in Table 11.2 below. In 

Figure 11.2, where the paradigm option is not used, we get a list of four hot 

words that have the same stem -lawulozidolophu and in Figure 11.4, where 

the paradigm option is used, we get a list of 12 hot words associated with 

-lawulozidolophu.

In each example cited here, the stem -lawulozidolophu takes a different 

 prefi x or concord, and that leads to the formation of another part of speech. 

Figure 11.2 Hot word list



Figure 11.3 Selecting the paradigm option

Figure 11.4 Hot word list of -lawulozidolophu using the paradigm option
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Table 11.2 Frequency of -lawulozidolophu in Short Guide (1998)

Count Percentage (%) Word

19 0.3437 ulawulozidolophu

16 0.2894 yolawulozidolophu

6 0.1085 nolawulozidolophu

6 0.1085 lolawulozidolophu

4 0.0724 kulawulozidolophu

2 0.0362 bolawulozidolophu

2 0.0362 olawulozidolophu

2 0.0362 wolawulozidolophu

2 0.0362 zolawulozidolophu

For example, yo- is a possessive concord; therefore, yolawulozidolophu is a pos-

sessive formed from the noun ulawulozidolophu, as seen in Example 6:

(6)  ST: Our present transitional system of local government . . .   

TT: Inkqubo yethu yangoku yexesha lenguquko yolawulozidolophu . . . 

11.3.3 File Distribution

File distribution in ParaConc is another method that confi rms the conjunc-

tive nature of Xhosa. Here, a graph is used to illustrate the distribution of a 

word in parallel texts. For example, the graph below is an illustration of how 

the terms ‘local government’ and ulawulozidolophu are distributed in both the 

source and target texts. The noun ulawulozidolophu has 18 hits and local gov-
ernment has 74 hits. Other instances of lawulozidolophu do not appear in the 

graph because they are written with concords and therefore form other parts 

of speech like possessives, adverbs, locatives and so forth.

Now that the unique concordial system of Xhosa and how this feature causes 

this language to differ signifi cantly from English has been explained, the next 

section can focus on investigating the close link observed between simplifi ca-

tion and explicitation as universal features in translated texts. But fi rst, differ-

ent views on the concept of ‘translation universals’ are considered.

11.4 Universal Features of Translation

Searching for regularities in translation is not new, but the subject of transla-

tion universals remains controversial. While some scholars such as Laviosa-

Braithwaite (1996) have found defi nite evidence of simplifi cation as a universal 

feature of translation, other scholars such as Tymoczko (1998) maintain that 



268 Corpus-Based Translation Studies

the idea of making claims about universals is unimaginable, since it is impos-

sible to capture translations from all times and all languages (Mauranen and 

Kujamäki 2004). Baker (1998) addresses the concern which may arise because 

of the focus on regularities in corpus-based translation studies. She states 

that a balance must be maintained between the general and the specifi c, and 

between the norm and the exception in corpus-based analysis of translation. 

Researchers should guard against studying the patterns of translated texts and 

then treating such patterns as rules.

According to Chesterman (2004: 3) a universal can be defi ned as ‘a feature 

that is found (or at least claimed) to characterize all translations: i.e. a feature 

that distinguishes them from texts that are not translations. . . .  a universal 

feature is one that is found in translations regardless of language pairs, differ-

ent text-types, different kinds of translators, different historical periods, and 

so on’.

Chesterman (2004: 9–10) further points out that one of the problems regard-

ing the so-called universals is representativeness. Since it is impossible to study 

all translations universally, we rely on samples, and when the sample is more 

Figure 11.5 File distribution of local government/ulawulozidolophu
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representative, we become more confi dent about the validity of our results and 

claims, while our data may be unrepresentative in one way or another.

From the above discussion, it is clear that there is some debate regarding 

the use of the term ‘universal’ when referring to patterns that characterize 

translated texts, irrespective of language combinations. But these viewpoints 

do not dispute the general fact that, while original texts are individual in form, 

translated texts seem to have many common features.

11.4.1 Simplifi cation Strategies

Simplifi cation is an attempt by the translator to make the language or the mes-

sage or both simpler. Baker (1996: 182) defi nes simplifi cation as ‘a translator’s 

attempt to make things easier for the reader (but not necessarily more expli-

cit)’. Toury (1995: 270) states that if the target text has a lower information 

load than the source text, it is because ambiguous information in the source 

text has been disambiguated, that is spelt out or made simpler in the transla-

tion process.

According to Laviosa-Braithwaite (1996), the fi rst empirical studies to review 

and provide evidence for simplifi cation in translation were the analyses car-

ried out by Blum-Kulka and Levenston in 1983 of Hebrew–English translations. 

Laviosa-Braithwaite (1996) investigated simplifi cation hypotheses in two sub-

corpora of the English Comparable Corpus (ECC), namely the Newspaper sub-

corpus of The Guardian and The European collections on the one hand and the 

Narrative sub-corpus on the other. Laviosa-Braithwaite (1997: 533) reports that 

evidence of at least three types of simplifi cation have been found in translated 

texts, namely syntactic, stylistic and lexical. According to her, stylistic simplifi ca-

tion involves breaking up long sequences and sentences in the source text and 

replacing elaborate phraseology with shorter collocations, reducing or omit-

ting repetitions and redundant information, shortening overlong circumlocu-

tions and leaving out modifying phrases and words. The types of simplifi cation 

strategies which seem to be noticeable in the English-Xhosa Parallel Corpus are 

lexical and stylistic simplifi cation, but only stylistic simplifi cation is examined 

here, and particular attention is paid to the breaking up of sentences.

11.4.1.1 Breaking Up Sentences

One of the ways of simplifying the language used in translation is by break-

ing up sentences (Baker 1996: 181). In her investigation of simplifi cation in 

the Newspaper sub-corpus of the English Comparable Corpus (ECC), Laviosa-

Braithwaite (1996: 535) observed that translated articles have a lower mean 

sentence length than articles originally written in English. In other words, 
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the overall length of sentences in the translations is shorter than the sen-

tences in the source texts. Fabricius-Hansen (1999: 179) states that ‘the 

information that needs to be encoded in the target text clause because of 

grammatical reasons [own emphasis] is often supplied unambiguously by 

the source text’. In the English-Xhosa Parallel Corpus, the strategy of break-

ing up sentences was used mainly by translators who translated the Annual 

Reports for DACST (1998) and PanSALB (2001/2002). These two annual 

reports are considerably longer than other texts in the corpus. In Table 11.3, 

examples from each source are provided showing clearly that some of the 

English sentences which were broken up by the translators are actually not 

long at all (e.g. Example 2).

A general observation is that the concordial system which makes Xhosa to 

differ in grammatical structure from English seems to infl uence the structure 

of Xhosa translated sentences. Since concords link up words in a sentence, it 

appears as if sometimes the translator, in her attempts to produce a meaning-

ful sentence, fi nds it diffi cult to maintain the grammatical concord without 

splitting the sentence.

It was noted in the English-Xhosa Parallel Corpus that the breaking up of sen-

tences (a simplifi cation strategy), actually sometimes leads to explicitation. In 

another study, Pápai (2004: 145) identifi es explicitation strategies in a parallel 

corpus of English–Hungarian texts. Pápai declares that if one considers the 

structural differences of English and Hungarian, Hungarian being an agglu-

tinative language (just like Xhosa), one would expect that translations from 

English into Hungarian would result in implicitation rather than explicita-

tion. Therefore, she sees the notion of explicitation as being closely linked to 

the notion of simplifi cation in translation.

11.4.2 Explicitation Strategies

According to Shuttleworth and Cowie (1997: 55), explicitation can be defi ned 

as ‘the phenomenon which frequently leads to TT stating ST information in 

more explicit form than the original’. The translator may add explanatory 

phrases, spell out implicit information or add connectives so that the text can 

fl ow logically and read easily. In other words, explicitation can be defi ned as 

the ‘widening’ of meaning. Pápai (2004: 145) defi nes explicitation in terms 

of process and of product. He writes that in terms of process, ‘explicitation 

is a translation technique involving a shift from the source text concerning 

structure or content. It is a technique of resolving ambiguity, improving and 

increasing cohesiveness of the source text and also adding linguistic and extra-

linguistic information.’ In terms of product, ‘explicitation is a text feature con-

tributing to a higher level of explicitness in comparison with non-translated 

texts. It can be manifested in linguistic features used at higher frequency than 
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Table 11.3 Breaking up of sentences/sentence splitting

ST: English TT: Xhosa Back translation

DACST (1998):   

1. The Language Plan Task 

Group (known as LANG-

TAG) established by the 

Minister in November 1995 

to advise him on the 

development of a National 

Language Plan for South 

Africa, submitted its fi nal 

report to him on 8 August 

1996.

1.1 Iqela elisebenza nokuyila ulwimi 
(elaziwa ngokuba yiLangtag) 
lamiswa nguMphathiswa 
ngenyanga kaNovemba ka-1995, 
ukwenzela ukuba limcebise 
ngenkqubela-phambili engokuyila 
ulwimi lwesizwe loMzantsi Afi ka. 

1.1 The Language Plan 

Task Group (known as 

LANGTAG) was 

established in Novem-

ber 1995 by the 

Minister to advise him 

on the development of a 

National Language 

Plan for South Africa.

1.2 Eli qela lanika uMphathiswa 
ingxelo yalo yokugqibela ngomhla 
wesi-8 kaAgasti ngo-1996.

1.2 This group submitted 

its fi nal report to the 

Minister on 8 August 

1996.

2. The stabilization of young 

people and children is a 

priority for the DACST in 

line with priorities of national 

government. 

2.1 Isebe lobuGcisa, iNkcubeko, 
iNzululwazi nobuChwepheshe 
(iDACST) linenjongo ephambili 
yokudala uzinzo phakathi 
kolutsha.

2.1 The priority of the 

Department of Arts, 

Culture, Science and 

Technology (DACST) is 

to stabilize the youth.

2.2 Lo ngumnqweno ophambili 
kaRhulumente.

2.2 This is government’s 

primary goal.

PanSALB (2001/2002):

3. A National Lexicography 

Unit (NLU) for each of the 

offi cial languages in South 

Africa had been established 

and registered as a section 21 

company by March 2001.

3.1 Kusekwe amaQumrhu eSizwe 
okuBhalwa kwesiChazi-magama, 
iiNational Lexicography Units 
(iNLU) olwimi ngalunye 
olusemthethweni eMzantsi Afrika.

3.1 National Lexicogra-

phy Units (NLUs) have 

been established for 

each language in South 

Africa.

3.2 La maqumrhu abhaliswa 
phantsi kwecandelo lama-21 
loMthetho weeNkampani ngeyoK-
windla 2001.

3.2 These units had been 

registered as a section 21 

company by March 2001.

in non-translated texts or in added linguistic and extralinguistic information.’ 

This means that the translator gives longer explanations or adds more infor-

mation which does not occur in the source text.

The following section provides an analysis of explicitation strategies such as 

the insertion of an explicit demonstrative, the use of lexical repetition and the 

addition of explanatory information observed in Xhosa split sentences.
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11.4.2.1 Insertion of an Explicit Demonstrative

The demonstrative is used to refer to a noun or pronoun that was previously men-

tioned. It is, therefore, important to note that the demonstrative is also governed 

by noun classes. This means that, because of the noun class prefi xes, different 

demonstratives are used to denote the same position. The three positional types 

of demonstrative in Xhosa basically correspond to the English ‘this’, ‘that’ and 

‘that yonder’. The demonstrative is primarily used before a noun or pronoun to 

indicate position or time but it also has some secondary functions. It can be used 

before or after a noun to lay special emphasis on a person or thing, or to depict a 

certain meaning. Some of the secondary functions of a demonstrative in Xhosa, 

cited by Pahl et al. (1989: 695, quoted in Moropa 2005: 103) are:

to refer to a person or thing just mentioned by the speaker/writer;• 

to refer to a person or thing not mentioned prior to the reference, but usu-• 

ally clearly understood, and, if not qualifi ed thereafter, used before the 

noun or pronoun or alone;

to specify, single out, refer specifi cally to a person or thing, often in contrast • 

to others used before or after the noun or pronoun, or alone;

to emphasize an action pertaining to a person or thing; used after the noun • 

or pronoun;

to lay special emphasis on a person or thing; used both before and after the • 

noun or pronoun thus emphasized.

When Xhosa translators break up sentences they always start the second 

sentence with a demonstrative as the noun referred to in sentence 2 is already 

mentioned in sentence 1. For example, in Table 11.4, all the sentences begin 

with the fi rst position demonstrative eli, lo, lo, olu, eli and la respectively (the fi rst 

sentence of each example has not been included in the table). Demonstratives 

eli, lo, olu and la denote the fi rst position, but they differ because they refer 

to nouns which belong to different classes. Eli qualifi es a class 5 noun iqela 
‘group’, olu refers to class 11 nouns uququzelelo (‘hosting’) and ukhuphiswano 

(‘competition’), lo refers to a class 3 noun umdlalo (‘play’) and la to a class 6 

noun amaqumrhu ‘(‘units’).

Some English–Zulu parallel texts were also examined because Xhosa and 

Zulu are both agglutinating languages, belonging to the Nguni language group. 

The aim was to establish if there were any similar patterns regarding the inser-

tion of a demonstrative, repetition or addition in Zulu translated sentences as 

in Xhosa. The English–Zulu parallel texts which were manually searched are:

Giya• !, a newsletter of the KwaZulu-Natal Department of Arts, Culture and 

Tourism (Issue No. 3 March 2006a, and its Zulu version 2006b) downloaded 

from the Internet;

The PanSALB • Annual Report (2001/2002).
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Table 11.4 Insertion of a demonstrative in Xhosa

TT: Xhosa Back translation

1 Eli qela lanika uMphathiswa 
ingxelo yalo yokugqibela ngomhla 
wesi-8 kaAgasti ngo-1996.

1 This group submitted its fi nal report 

to the Minister on 8 August 1996.

2 Inxalenye yolu ququzelelo yayivela 
kwiDACST.

2 Part of the funding for this hosting came from 

DACST.

3 Lo mdlalo wawuyinxalenye 
yomsebenzi wokuphucula nosekelwe 
kwiGunya leNyaniso noXolelwaniso, 
kwaye wawuxhaswa ligumbi 
lezoPhando laseMarket Theatre 
kwisigaba salo sophando nophuhliso.

3 This play was part of a project for development 

which was based on the Truth and Reconciliation 

Commission and supported by Market Theatre 

Laboratory in the research and development phase. 

4 Olu khuphiswano luphuhlisa 
lukhuthaze, lomeleze ulutsha 
 oluneziphiwo kwicala lomdaniso.

4 This competition develops and empowers the youth 

who are talented in dancing.

5 Eli qela leqonga nelivela 
KwaZulu-Natala lazibalula ngezenzo 
zalo, lada lamenywa ukuba liye 
konwabisa abantu kumgcobo 
wokugqibela nakumzi wozakuzelwano 
loMzantsi Afrika eMaputo.

5 This theatre group from KwaZulu-Natal as a result 

of its performance was invited to perform and 

entertain at the fi nal gala event at the South African 

embassy in Maputo.

6 La maqumrhu abhaliswa phantsi 
kwecandelo lama-21 loMthetho 
weeNkampani ngeyoKwindla 2001.

6 These units had been registered as a section 21 

company by March 2001.

Although the translated Zulu sentences in Table 11.5 are not examples of 

split sentences, they follow the same pattern found in Xhosa split sentences. 

For instance, in Example 1 (kwa)lesi (‘of this’) is added in sentence 1.1 and the 

noun sakhiwo (‘complex’) which was mentioned in sentence 1 is repeated in 

1.1. In Example 2 leli (‘this’) is inserted in sentence 2.1, and iBhodi (‘Board’ 

which was mentioned in sentence 2 is stated again in sentence 2.1). In the 

translation of sentence 2 some information is added: ‘its research’ is translated 

as ‘this board works hard conducting research’.

It is also worth mentioning that the use of the demonstrative to translate the 

English article ‘the’ is a common pattern in both Xhosa and Zulu. It is also 

sometimes used to translate the personal pronoun ‘it’. When the demonstrative 

is used, the sentence becomes more explicit as the demonstrative qualifi es that 

particular noun. It is assumed that the translators opt for this strategy because 

these languages do not have defi nite or indefi nite articles. The examples cited 

in Tables 11.6 and 11.7 from the PanSALB (2001/2002) Annual Report show 

some similarities in the use of the demonstrative in Xhosa and Zulu.
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Table 11.5 Insertion of a demonstrative + additional information in Zulu (Giya! 

March 2006)

ST: English TT: Zulu 
Back translation of second 
sentence only

1. The Durban Playhouse 
complex is having a R4.2 

million refurbishment, 

designed to establish it as 

the Broadway of Africa.

1. Isakhiwo se-Durban Playhouse 
sigixatshezwe ngezigidi zamarandi 
angu-4.2 sokushintsha indlela 
esibukeka ngayo sibe sezingeni 
elicokeme e-Afrika.

1.1 The make-over refl ects 

the cultural diversity of 

KwaZulu-Natal, within an 

overall Zulu theme.

1.1 Ukwakhiwa kabusha kwalesi 
sakhiwo kukhombisa izinhlobonhlobo 
zamasiko a-KwaZulu-Natali kanti 
sakhelwe phezu kwesiseko sobuZulu.

1.1 The make-over of this 
complex shows the cultural 

diversity of KwaZulu-Natal, 

within an overall Zulu 

theme.

2. The Natal Sharks 

Board has been 

successfully protecting 

the province’s bathing 

beaches from attack for 

more than 40 years.

2. I-Natal Sharks Board isebenze 
kanzima kule minyaka engama-40 
ivikela umphakathi ekungangenini 
engozini yokudliwa ngoshaka 
elwandle.

2.1 Its research into 

bather protection, with 

minimum impact on the 

environment is respected 

world-wide . . . 

2.1 Leli Bhodi lisebenza kanzima 
licwaninga ngempilo yasolwandle 
ukuze likwazi Ukuvikela abantu 
koshaka . . . 

2.1 This board works hard 

conducting research on 

maritime life so that it can 

protect people from sharks . . . 

Table 11.6 Article ‘the’ = demonstrative in Xhosa and Zulu translated texts 

(PanSALB (2001/2002)

ST: English TT: Xhosa TT: Zulu

The following were among the 

issues dealt with during the 

conference.

Le ilandelayo yeminye 
yemicimbi eyayixoxwa 
(ku)le nkomfa.

Okulandelayo kungamanye amaphuzu 
adingidwa (ku)le ngqungquthela. 

The process of disseminating 

the document to the national 

language bodies . . . 

Indlela yokusabalalisa 
olu xwebhu 
kwimibutho yesizwe . . . 

Kwase ke kuqalwa uhlelo lokusabalalisa 
lo mbhalo kuzindlafa ezihluka-hlukene

The unit now falls under the 

auspices of the Board.

Eli qumrhu nalo sele 
lifakwe phantsi 
kwephiko leBhodi.

Leli ziko manje selingaphansi kolawulo 
lweBhodi.

In Table 11.7, the examples show that the pronoun ‘it’ is translated by means 

of a noun and a demonstrative in both languages.

In all these instances where the demonstrative has been inserted or 

added before a noun or used to translate the article ‘the’, it functions as a 
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determiner or nominal qualifi er. The grammatical function of a determiner 

is to determine or fi x the limits of a noun or a noun phrase and, because it 

describes the noun in this manner, it has an adjectival function. According 

to Aitchison (1994: 37), determiners mark a simplifi cation in grammar. 

Generally, determiners offer a range of options that can bring greater clarity 

and precision to a text.

11.4.2.2 Use of Lexical Repetition

In this case, lexical repetition refers to the repetitive use of a word in sentences 

where such sentences have been broken up in the translation. For example, in 

Table 11.8, nouns iqela (‘group’) and uMphathiswa (‘minister’) are repeated 

in sentences 1.1 and 1.2, whereas in the source text the words ‘group’ and 

‘Minister’ are only used once. The same applies to sentences 3.1 and 3.2, 4.1 

and 4.2, 5.1 and 5.2 where nouns umdlalo (‘play’), iqela (‘group’) and amaqum-
rhu (‘units’) respectively are repeated in the translations. Sentences 2.1 and 2.2 

differ slightly from the other examples as the repeated words are a verb and a 

noun: the verb -ququzelela (‘hosted’) in sentence 2.1 is repeated in the form of 

a noun -(u)ququzelelo in sentence 2.2. The translator might have repeated these 

words for clarity.

From Table 11.8, it can be seen that the English equivalents of these words 

appear once only in the source text. The translator’s desire to explain mean-

ing to the target reader, made her resort to lexical repetition each time in 

the second sentence instead of using subject/object concords or personal pro-

nouns which would have fi tted very well in the context – see Table 11.9.

Pápai (2004: 153) states that while ‘translators want to create a clear and trans-

parent target sentence, their aim can override the otherwise respected norm of 

translation, i.e. avoidance of repetition’. This seems to have happened here.

Table 11.7 Pronoun = demonstrative + noun in Xhosa and Zulu (PanSALB 

2001/2002)

ST: English TT: Xhosa TT: Zulu

It recently started an 

electronic database with 

information on the status 

quo regarding language 

policies of various 

organizations

Kutsha nje elo candelo liqalise 
ukwakha uvimba we-ele-
ktronika nophethe ulwazi 
ngobume bemigaqo-nkqubo 
yeelwimi kwiinkampani 
ezahlukeneyo.

Lo mkhakha usanda kuqala 
inqolobane esekhompyutheni, 
equkethe imininingwane ephathelene 
negxathu eselithathwe izihlangano 
ezehluka- hlukene malungana 
nomgomo wezilimi.

Note: ‘it’ = pronoun elo candelo =
demonstrative + noun

lo mkhakha =
demonstrative + noun
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Table 11.8 Lexical repetition

Source text Target text Back translation

DACST (1998)

1. The Language Plan Task Group (known as 

LANGTAG) established by the Minister in November 

1995 to advise him on the development of a National 

Language Plan for South Africa, submitted its fi nal 

report to him on 8 August 1996.

1.1 Iqela elisebenza ngokuyila ulwimi (elaziwa 
ngokuba yiLangtag) lamiswa nguMphathiswa 
ngenyanga kaNovemba ka-1995, ukwenzela ukuba 
limcebise ngenkqubela-phambili engokuyila ulwimi 
lwesizwe loMzantsi Afi ka. 

1.1 The Language Plan Task Group 

(known as LANGTAG) was established in 

November 1995 by the Minister to advise 

him on the development of a National 

Language Plan for South Africa.

group x 1
Minister x 1

1.2 Eli qela lanika uMphathiswa ingxelo yalo 
yokugqibela ngomhla wesi-8 kaAgasti ngo-1996.
iqela x 2
uMphathiswa x 2

1.2 This group submitted its fi nal report 

to the Minister on 8 August 1996.

group x 2
Minister x 2

2. The ethnomusicology Department and UCT Ballet 

school hosted a Confl uence conference in July 1997 

that was partly funded by the DACST.

2.1 Isebe lomculo wesintu neSikolo somdaniso 
webhaleyi seYunivesithi yaseKapa laququzelela 
iNgungquthela ngeyeKhala kowe-1997.

2.1 The Department of 

 Ethnomusicology and the School of 

Ballet of the University of Cape Town 

hosted a conference in 1997.

2.2 Inxalenye yolu ququzelelo yayivela kwiDACST. 2.2 Part of the funding for this hosting 

came from DACST.

3. The Story Which I am About to Tell by Mehlo 

Communications was a development theatre project on 

the Truth and Reconciliation Commission supported 

by the Market Theatre Laboratory in this research and 

development phase.

3.1 Ibali Endiza Kulibalisa yayingumdlalo 
weqonga wequmrhu iMehlo Communications.

3.1 The story Which I am About to Tell was 

a stage play by Mehlo communications.

theatre x 1 3.2 Lo mdlalo wawuyinxalenye yomsebenzi 
wokuphucula nosekelwe kwiGunya leNyaniso 
noXolelwaniso, kwaye wawuxhaswa ligumbi 
lezoPhando laseMarket Theatre kwisigaba salo 
sophando nophuhliso.
mdlalo x 2

3.2 This play was a project for 

development which was based on the 

Truth and Reconciliation Commission 

and supported by Market Theatre 

Laboratory in the research and 

development phase.

play x 2
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4. South Africa was represented by Isithombe 

sikaShaka, a theatre group from KwaZulu-Natal 

which as a result of its performance, was invited to 

perform at the fi nal gala event and at the South African 

embassy in Maputo.

4.1 Ummeli woMzantsi Afrika yayiliqela elibizwa 
ngokuba yi-Isithombe sikaShaka.

4.1 The South African representative 

was a group known as Isithombe 

sikaShaka. 

group x 1 4.2 Eli qela leqonga nelivela KwaZulu-Natala 
lazibalula ngezenzo zalo, lada lamenywa ukuba liye 
konwabisa abantu kumgcobo wokugqibela nakumzi 
wozakuzelwano loMzantsi Afrika eMaputo
iqela x 2

4.2 This theatre group from KwaZulu-

Natal as a result of its performance was 

invited to perform at the South African 

embassy in Maputo

group x 2

PanSALB (2001/2002)
5. A National Lexicography Unit (NLU) for each of the 

offi cial languages in South Africa had been established 

and registered as a section 21 company by March 2001.

5.1 Kusekwe amaQumrhu eSizwe okuBhalwa 
kwesiChazi-magama, iiNational Lexicography Units 
(iNLU) olwimi ngalunye olusemthethweni eMzantsi 
Afrika.

5.1 National Lexicography Units 

(NLUs) have been established for 

each language in South Africa.

unit x 1
5.2 La maqumrhu abhaliswa phantsi kwecandelo.
lama-21 loMthetho weeNkampani ngeyoKwindla 
2001.
amaqumrhu x 2

5.2 These units had been registered as 

a section 21 company by March 2001.

units x 2
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Table 11.9 Demonstrative + noun < Subject/Object Concord/Personal pronoun

TT: Demonstrative + noun TT: SC/ OC / Personal pronoun

1.2 Eli qela ‘this group’ lanika 
uMphathiswa ingxelo yalo 
yokugqibela ngomhla wesi-8 
kaAgasti ngo-1996.

1.2 Lamnika ingxelo yalo yokugqibela
ngomhla wesi-8 kaAgasti ngo-1996
(It gave him its fi nal report on 8 August 1996.)

2.2 Inxalenye yolu ququzelelo ‘this 
hosting’ yayivela kwiDACST.

2.2 Lafumana inxalenye yenkxaso kwiDACST.

(It received part of the funding from DACST.)

3.2 Lo mdlalo ‘this play’ 
wawuyinxalenye yomsebenzi 
wokuphucula nosekelwekwiGunya le 
Nyaniso noXolelwaniso kwaye 
wawuxhaswa ligumbi laseMarket 
Theatre kwisigaba salo sophando 
nophuhliso

3.2 Wawuyinxalenye yomsebenzi
wokuphucula nosekelwe kwiGunya leNyaniso noXolelwaniso 
kwaye wawuxhaswa ligumbi laseMarket Theatre kwisigaba 
salo sophando nophuhliso
(It was part of a project for development which was 

based on the Truth and Reconciliation Commission and 

supported by Market Theatre Laboratory in the 

research and development phase.)

11.4.2.3 Adding Explanatory Information

The translator may sometimes add some information which is not found in the 

source text so that the message can be more easily understood by the target 

reader. According to Delabastita (1993: 36), addition as a translation strategy 

(i.e. the insertion of information in the TT that is absent in the ST) can partly 

be ascribed to translators’ understandable ‘concern for clarity and coherence, 

which prompts them to disentangle complicated passages, provide missing 

links, lay bare unspoken assumptions and generally give the text a fuller word-

ing’. Sometimes, ‘additions are due to conscious interventions of the translator 

who may believe, for example, that she can enhance the aesthetic qualities of 

her text by adding rhyme to an unrhymed ST, by using a more strongly meta-

phorical language, adding to the exotic fl avour of the text and so forth’. Kruger 

(2000: 142) states that the complex structure of a ST may be an important con-

straint which causes the translator to add some information to the TT.

Fabricius-Hansen (1999: 176) is of the opinion that ‘lexical and/or structural 

differences between the source and target languages compel the translator to 

consult not only the syntactic structure but also the semantic representation of 

the source string as well as the syntactic rules of the target language in order 

to create a semantically equivalent string which may even need more information 

[own emphasis] that is not contained in the source string itself’.

As illustrated in Table 11.10, additions such as ‘not only water came out’ and 

‘this competition’ illustrate that the translator wanted the text to be explicit 

so as to get the message across. The translator made use of both addition 
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Table 11.10 Addition of explanatory phrases as well as lexical repetition

Source text Target text Addition Repetition

1. In September 

1912, an earthquake 

opened up a new 

spring, and fossil 

bones and stone 

artefacts were 

brought to the 

surface with the 

water.

1.1 NgeyoMsintsi kowe-1912 
kwabakho inyikima, kwaze 
kwavuleka umthombo.

1.2 Kulo mthombo akuzange 
kuvele amanzi kuphela, kwathi 
gqi nenqwaba 
yamathambo
nezixhobo ezenziwe ngamatye

akuzange kuvele 
amanzi kuphela
(‘not only water 

that came out’)

umthombo (‘spring’ 

x 2)

2. The DACST 

awarded a grant to 

FNB Vita Awards to 

continue with their 

role in encouraging, 

stimulating and 

developing the talent 

of young people in 

the dance arena.

2.1 IDACST yafaka inkxaso-mali 
ukhuphiswano olukhuthazayo 
nolwaziwa ngokuba yiFNB Vita 
Awards.
2.2 Olu khuphiswano luphuhlisa 
lukhuthaze, lomeleze ulutsha 
oluneziphiwo kwicala
lomdaniso.

Olu khuphiswano
(‘This 

competition’)

ukhuphiswano 

(‘competition’ x 2)

and repetition: umthombo (‘spring’) in sentences 1.1 and 1.2, and ukhuphiswano 

(‘competition’) in sentences 2.1 and 2.2.

11.5 Conclusion

It can be concluded that the concordial system of Xhosa, a feature which 

distinguishes the structure of Xhosa from that of English, has a defi n-

ite effect on Xhosa translations, since in order to maintain the necessary 

Xhosa grammatical concord, it is sometimes necessary to split sentences. 

The frequent use of the demonstrative at the beginning of the second sen-

tence where sentences have been broken up, can be regarded as a common 

feature in translated texts. The use of the demonstrative tends to result in a 

more explicit sentence because of the qualifying function of the demonstra-

tive. It has also been observed that the translator may repeat words or add 

some explanatory information in her attempts to expand the meaning of 

the original message to the target reader. The analyses demonstrate clearly 

that simplifi cation and explicitation sometimes are very closely linked in 

translated texts in Xhosa. In an attempt to bring clarity and precision to a 

translation, translators sometimes make use of both strategies when trans-

lating a sentence.
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Note

1 In all examples, ST means source text and TT means target text.
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Chapter 12

Disfl uencies in Simultaneous Interpreting: 
A Corpus-Based Analysis

Claudio Bendazzoli, Annalisa Sandrelli and Mariachiara Russo

12.1 Introduction

The aim of the present chapter1 is to analyse two specifi c types of disfl uencies 

in spoken language: mispronounced words and truncated (unfi nished) words. 

The analysed material comes from the European Parliament Interpreting 

Corpus (EPIC), so the object of this chapter is spoken language produced by 

source language (SL) speakers and by target language (TL) speakers, that is 

simultaneous interpreters.

12.1.1 Main Features of EPIC

EPIC is one of the fi rst examples of electronic corpora available in Interpreting 

Studies (further resources are discussed in Bendazzoli and Sandrelli 2009). 

It contains transcripts of speeches delivered at the European Parliament in 

English, Italian and Spanish and the simultaneous interpretations of each 

speech into the other two languages involved, covering all possible combina-

tions and directions (Bendazzoli 2010; for information on the recordings and 

the transcription process see Bendazzoli et al. 2004 and Monti et al. 2005). 

The resulting EPIC corpus is structured into nine sub-corpora, three of which 

contain the source speeches and the other six contain the target speeches. Its 

structure makes it possible to carry out both parallel and comparable analyses 

(Shlesinger 1998; Laviosa 1998, 2002; Bowker and Pearson 2002), that is, to 

compare source texts (STs) with their interpretations (i.e. target texts, TTs) 

into the other languages, and to study the characteristics of the same language 

as spoken by source language speakers and by simultaneous interpreters work-

ing into that language from two different source languages. The structure of 

the corpus can be seen in Figure 12.1:
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Currently, the size of the corpus is nearly 178,000 tokens. The various sub-

corpora differ in size (see Table 12.1 above), but EPIC is an open corpus and 

more transcripts will be added in the future.

EPIC is a machine-readable corpus, that is it can be explored by means of 

computational linguistics tools, and data can be automatically extracted and 

then analysed. Transcripts are part-of-speech(POS)-tagged and lemmatized, 

that is morphological information and lemmas are attached to each token 

in the form of a tag. This was done by using different taggers, depending on 

the language: TreeTagger (Schmid 1994) for English and Italian, and Freeling 

(Carreras et al. 2004) for Spanish (for details on the tagging process see 

Sandrelli and Bendazzoli 2006). The corpus was also indexed by using the IMS 
Corpus Work Bench (CWB) suite of tools (Christ 1994). This makes it possible 

to carry out simple or advanced queries through a dedicated web interface 

(see web references), in which it is also possible to set different parameters 

(e.g. mode of delivery, topic, type of speaker, etc.) in order to restrict queries. 

All the parameters available are specifi ed at the beginning of each transcript 

in a header, that is, a sequence of fi elds providing information about the text 

fi le, the speaker (e.g. gender, political function, country) and the speech (e.g. 

topic, number of words, duration etc.).

ORG-EN

INT-EN-IT INT-EN-ES

ORG-IT

INT-IT-EN INT-IT-ES

ORG-ES

INT-ES-IT INT-ES-EN

Figure 12.1 Corpus structure. (ORG = original speech, i.e. source text; 

INT = interpreted speech, i.e. target text; EN = English; IT = Italian; 

ES = Spanish)

Table 12.1 Corpus size

Sub-Corpus No. of Speeches Total Word Count % of EPIC

Org-en 81 42,705 25

Int-en-it 81 35,765 20

Int-en-es 81 38,066 21

Org-it 17 6,765 4

Int-it-en 17 6,708 4

Int-it-es 17 7,052 4

Org-es 21 14,406 8

Int-es-en 21 12,995 7

Int-es-it 21 12,833 7

TOTAL 357 177,295 100
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All the materials are saved in formats that can run on a wide range of IT 

applications, enabling users to search them in various ways and use them both 

for research (see Sandrelli and Bendazzoli 2005; Russo et al. 2006) and for 

teaching purposes (Bendazzoli and Sandrelli 2005/2007; Russo 2010; Sandrelli 

2010). In this chapter, as is explained briefl y in Section 12.3, the transcription 

conventions used for mispronounced and truncated words were exploited for 

research on disfl uencies. The specifi c hypotheses underlying the present study 

are presented in the following subsection.

12.1.2 Hypotheses and Focus

The focus of the present chapter is twofold, as it includes both quantitative and 

descriptive aspects. The basic aim is to provide information on the incidence 

of two types of disfl uencies and outline their main features in the data under 

analysis. More specifi cally, all the occurrences of the two types of disfl uencies 

were extracted and counted to ascertain whether they were more frequent in 

the source texts or in the target texts. Furthermore, the data were analysed to 

establish whether speakers and interpreters managed to repair their output, 

that is, whether mispronounced words were corrected and truncated words 

were completed. Our starting hypothesis is that simultaneously interpreted  

(SI) speeches are likely to contain a higher number of the two disfl uencies and 

a lower number of corrections, owing to SI-related constraints, such as time 

pressure.

Descriptive data are provided in the more exploratory part of the chapter. 

Here the focus is on the main characteristics of the disfl uencies under consid-

eration and their possible causes. We looked at the presence of editing terms 

(verbal material added between mispronounced or truncated words and their 

repair), at the nature of each disfl uency (single or serial), and at the point 

where the articulation of truncated words stopped (after the production of the 

very fi rst phoneme or after several phonemes). The analysis also covers the pos-

sible causes behind each disfl uency, classifi ed according to specifi c categories 

that were identifi ed by taking into account general classifi cations of speech 

errors in language production and previous studies on disfl uencies in SI.

12.2 Theoretical Background

A review of the main literature on language production and on disfl uencies 

(Fromkin 1973; Cutler 1982; Levelt 1983, 1989; Shriberg 1994; Akmajian et al. 
1995; Fromkin and Rodman 1998; Eysenck and Keane 2000) was  complemented 

by the study of available literature on cognitive processes of language produc-

tion in simultaneous interpreting (Gile 1995; De Bot 2000) and on disfl uencies 
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in interpreted speeches (Pöchhacker 1995; Tissi 2000; Petite 2003, 2005; Van 

Besien and Meuleman 2004). The theoretical background thus sketched ena-

bled us to produce operational defi nitions of the disfl uencies that are the 

object of the present chapter.

12.2.1 Disfl uencies and Spoken Language Production

Speech production is generally considered harder to study than comprehen-

sion because of the diffi culty in devising suitable experimental tasks to reveal 

production mechanisms. Only the output of the speech production process 

is easily accessible for study: therefore, a large part of what is known about 

speech production has been surmised from the analysis of speech and of 

speech errors in particular.

It is diffi cult to estimate the frequency of speech errors in ordinary conver-

sation. Some sources calculate about 2 per cent (Deese 1978, 1980 in Fromkin 

and Berstein-Ratner 1998), others indicate a much lower proportion, 1/1000 

(Bock and Loebell 1988, in Akmajian et al. 1997). This is because different 

authors used different defi nitions of errors. One of the most comprehensive 

categorizations was suggested by Magno Caldognetto et al. (1982), who talked 

about non-fl uencies, including silent pauses and disfl uencies. Tissi (2000) 

adapted this classifi cation for SI and divided disfl uencies into fi lled pauses 

(vocalized hesitations, vowel and consonant lengthening) and interruptions 

(repeats, restructuring and false starts). Tissi specifi es that repeats include 

repetitions of phrases, whole words or parts of a word, whereas restructuring 

includes corrections of phonological lapses and of formulation and content 

errors, as well as structure reformulations. According to Tissi (2000: 114), false 

starts ‘occur when the speaker interrupts an utterance and begins a new one 

without having completed it’. Under this classifi cation, speech errors are cat-

egorized as interruptions.

According to the available literature (above all Fromkin 1973 and Cutler 

1982), speech errors may be classifi ed as phonological, syntactic and semantic, 

as can be seen in Table 12.2.

Empirical data on speech errors in conversation have shown that word 

blends and substitutions never produce ungrammatical strings: this means 

that speech is planned prior to articulation. An example of planning is the 

fact that the grammatical class of a word is determined before the word is 

uttered: indeed, 99 per cent of semantic substitutions involve a word belonging 

to the same word class (e.g. a noun is replaced by another noun). Furthermore, 

word substitutions include both substitutions with another word with a similar 

semantic content and substitutions with a phonologically similar word: this 

indicates that the mental lexicon is organized both semantically and phono-

logically. Thirdly, errors involving parts of morphologically complex words 
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Table 12.2 Main types of speech errors

Phonological errors sound exchange errors, 

spoonerisms*

you have hissed all my mystery lectures

(= you have missed all my history 

lectures) 

anticipation errors a leading list (= a reading list)

perseveration errors a phonological fool (= a phonological 

tool)

malapropisms she went to the groinecologist

haplologies** particularly > particuly 

Semantic errors 
(lexical selection)

blends semantic: a tennis athler (= player+ 

athlete)

semantic and phonological: It’s diffi cult 

to valify (= validate + verify)

substitutions phonological: at 4.30 we’re adjoining the 

meeting (= adjourning the meeting)

semantic: too many irons in the smoke 

(= in the fi re)

word exchange errors I must let the house out of the cat

morpheme exchange 

errors

he has already trunked two packs 

(= packed two trunks)

Syntactic errors shifts mermaid moves (mermaids move)

*  In spoonerisms, the initial letter(s) is (are) switched within the same clause. Consonants are always 

replaced by consonants and vowels by vowels.

**  Haplology involves the elimination of a syllable when two consecutive identical or similar syllables 

occur. Syllables are both medial and the structure of the two syllables is similar.

indicate that such words are assembled prior to articulation: e.g. sesame street 
crackers instead of sesame-seed crackers (Fromkin and Bernstein-Ratner 1998: 

324). Fourthly, function words and affi xes tend to be involved in shift errors 

(i.e. they are inserted in a different place in the sentence). Lastly, speech errors 

often refl ect the subject’s rule knowledge: a rule may be applied to an irregu-

lar form (knowed instead of knew), or may be applied wrongly (he am instead 

of he is).
In order to explain the above errors, Fromkin developed the fi rst speech 

production model in 1971. Another was produced by Garrett in 1976,  followed 

by a third by Levelt in 1989. Fromkin’s Utterance Generator Model sees the 

production process as consisting of six successive stages in which the mes-

sage has different forms of representation. Garrett’s model is very similar to 

Fromkin’s, although the labels suggested for the various stages are slightly dif-

ferent. Both models satisfactorily explain all types of observed speech errors. 
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However, they fail to take into account self-correction, which is very common 

both in everyday speech and in simultaneous interpreting. In order to explain 

self-correction, Levelt (1989) postulates the existence of a conceptualizer (for 

message generation), a formulator (for grammatical encoding and phonologi-

cal encoding ) and an articulator (for production of overt speech), and then 

adds a speech-comprehension system comprising an acoustic-phonetic proces-

sor (for phonetic representation), a parser (for phonological decoding and 

lexical selection, followed by grammatical decoding) and a discourse process-

ing and monitoring component in the conceptualizer to complete the cycle. 

Basically, the speech comprehension system checks the subject’s output and 

prompts repairs whenever necessary. It appears that the system tends to reject 

non-words, but accepts real words even though they are not the ones that the 

subject intended to utter (as shown by errors in the lexical selection stage).

In a paper on self-corrections, Levelt (1983) defi nes three components in 

any repair: the reparandum (i.e. the word to be repaired or corrected), the 

editing term (any verbal material produced between the error and the cor-

rected version) and the reparatum (the repaired version considered correct 

by the speaker). The reparandum may be an unfi nished word or a fully-ut-

tered word: in either case the subject believes it inappropriate or incorrect and 

decides to replace it. Shriberg (1994) further specifi es that the editing term 

is not always present. The space between the reparandum and the reparatum 

(interregnum) may contain empty pauses or repetitions of the problematic 

item. Moreover, the reparatum may be produced at a distance of a number of 

verbal items from the reparandum. Finally, Shriberg defi nes complex (or ser-

ial) disfl uencies as multiple repairs in a serial relationship, in which the last 

item of the fi rst disfl uency is next to the fi rst item of the following disfl uency.

Levelt (1983) also specifi es that repairs may be classifi ed according to the 

stage of the production process, that is, they may be divided into pre-articula-

tory (or covert) repairs, mid-articulatory repairs and post-articulatory repairs. 

Another useful distinction is between error repairs and appropriateness 

repairs, the latter referring to those cases in which the speaker repairs an out-

put that is formally correct but is considered stylistically unsatisfactory.

Levelt’s model is consistent with Dell’s spreading activation model of speech 

production (Dell 1986, in Fromkin and Bernstein-Ratner 1998), which sees 

the lexicon as organized into networks of words, based on semantic and 

phonological relatedness. When a concept is activated for production, all 

the lexical items sharing semantic or phonological properties with that word 

are activated as well. The subject chooses one of these multiple lexical candi-

dates, which receives phonological activation for production. This mechanism 

explains slips of the tongue involving words sharing both phonological and 

semantic features (e.g. arrested and persecuted instead of arrested and prosecuted). 

It also explains why recently retrieved lexical items can induce a slip in the 

next segment.2
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12.2.2 Language Production and Disfl uencies 
in Simultaneous Interpreting

De Bot (2000) proposes an adapted version of Levelt’s model (1989) to suit 

SI-specifi c features. The main difference between language production in 

ordinary speech and language production in simultaneous interpreting is that 

the interpreter does not generate the concept to be expressed in the TL, since 

s/he must convey the concept intended by the SL speaker. Presumably, the 

interpreter is infl uenced by the SL speech in all subsequent stages of TL pro-

duction. The choice of grammatical structures and lexical items is not entirely 

free, because the interpreter works on the chunks of the SL speech as they 

become available. Therefore, the time factor places a constraint on the inter-

preter’s syntactic and lexical choices in a way that is not to be found in ordin-

ary speech production.

De Bot postulates that linguistic elements are labelled on a language basis 

and that the relevant language store is activated when an interpreter is work-

ing. When interpreting simultaneously, a language store (e.g. English) is acti-

vated for perception and comprehension, whereas the other store (e.g. Italian) 

is activated for language production. However, a further complicating factor 

is the translation element. The interpreter must search for the TL expression 

that conveys the meaning of the original best. Therefore, SI involves a mix-

ture of vertical processing used to produce the most fl uent TL version possible 

and horizontal processing that is necessary to reproduce keywords, technical 

terms, names, dates and so on.

Finally, the interpreter, like any speaker, monitors his/her own output 

thanks to the speech comprehension system. However, monitoring the TL out-

put is made more diffi cult by the need to attend to the concurrent SL input. 

Gile (1995) describes this situation in his Effort Model: the different tasks 

involved in simultaneous interpreting compete for the interpreter’s cognitive 

resources. Goldman-Eisler (1980) suggests that familiarity with the material to 

be translated facilitates simultaneous interpreting: highly frequent expressions 

for which a TL equivalent is readily available can be dealt with almost auto-

matically, thus freeing up cognitive resources for TL monitoring. By contrast, 

when translating ‘new’ information, the effort to come up with an adequate 

TL translation competes with the need to monitor the TL output. Despite this 

diffi culty, it has been shown in several studies that interpreters repair some of 

their errors. What follows is a brief overview of the most relevant literature on 

the subject.

In a study comparing the performances of experienced interpreters and 

trainees, Ilic (1990) showed that self-monitoring skills and the ability to repair 

errors increase with training and experience. Moreover, professional interpret-

ers tend to notice and correct semantic errors more frequently than syntactic 

errors, whereas for beginners the opposite is true.
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Pöchhacker (1995) carried out a study on slips of the tongue and structure 

shifts (false starts, lexical blends and syntactic blends) in a corpus of 145 texts. 

He hypothesized that interpreters would produce more slips and shifts than SL 

speakers, because of the simultaneity of the listening, production and monitor-

ing tasks. The most common disruption in both STs and TTs was false starts.3 

Interpreters were found to produce more lexical and syntactic blends, whereas 

SL speakers produced false starts, corrected slips and uncorrected slips more 

frequently. Overall, Pöchhacker’s starting hypothesis was not confi rmed, in 

that SL speakers were found to produce more slips than interpreters. However, 

a signifi cant fi nding was that corrected slips were more frequent in STs, that is 

interpreters repaired their output less often than SL speakers.

Van Besien and Meuleman (2004) analysed a small corpus of speeches in 

Dutch and their simultaneous interpretations into English. They found that 

interpreters tried to correct the SL speakers’ errors whenever possible, that is 

they did not reproduce their errors in the interpretations. If the SL speaker 

repaired his/her output, the interpreters translated only the repaired version. 

Furthermore, ‘the number of successful translations of repairs is not signifi -

cantly infl uenced by the type of repair (error repair vs. appropriateness repair), 

the moment of repair, or by the presence or absence of an editing expression’ 

(Van Besien and Meuleman 2004: 80). However, in most cases of fresh starts 

(when the speaker radically changed the structure of the sentence), interpret-

ers translated both the false start and the fresh start.

Petite (2003, 2005) adopted Levelt’s classifi cation of repairs and his distinc-

tion between error repairs and appropriateness repairs. She found plentiful 

evidence of the self-monitoring mechanism, since interpreters were found to 

carry out all types of repairs.

Finally, in a study on silent pauses and disfl uencies in SI, Tissi (2000) found 

no direct correlation between disfl uencies in the STs and TTs, but pointed out 

that disfl uencies in the interpreted texts may be caused by certain characteris-

tics of the STs: ‘Even if there is no formal correspondence, some occurrences 

in TT are caused by the need to wait for new items, delayed because of a speak-

er’s pause and/or interruption’ (Tissi 2000: 121).

12.2.3 Operational Defi nitions: Mispronounced Words 
and Truncated Words

The focus of the present chapter is on truncated words and mispronounced 

words. By making reference to the various classifi cations presented above, it is 

now possible to better defi ne them. First, under the categorization proposed 

by Magno Caldognetto et al. (1982), later adapted by Tissi (2000), both trun-

cated words and mispronounced words are disfl uencies, and more specifi cally, 

they belong to the interruptions category. Furthermore, truncated words could 
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be categorized as false starts, according to Tissi’s defi nition, whereas mispro-

nounced words would be classifi ed as restructuring, but only when they are 

repaired. In our study we need a broader defi nition in order to include all 

occurrences of mispronounced words, irrespective of whether the speaker 

manages to correct the error or not.

Therefore, we reverse Tissi’s perspective, starting by looking at two specifi c 

types of disfl uencies in order to see whether they are repaired by speakers and 

interpreters, and whether it is possible to identify a possible cause for such 

errors. However, there is no point in devising a new categorization for general 

descriptive purposes, as was pointed out by Pöchhacker (1995) after a brief 

overview of existing taxonomies of speech errors.

As regards the categorization of speech errors and slips of the tongue sug-

gested in Table 12.2, reference is made to it in classifying the occurrences of 

mispronounced words found in our corpus (see Tables 12.5 and 12.6).

Finally, Levelt’s description of the repair mechanism and its constituent parts 

(reparandum, editing term and reparatum) will be used to show how speak-

ers and interpreters manage to correct their output (or otherwise). Shriberg’s 

concept of complex or serial disfl uencies will also be employed to describe 

instances of multiple disfl uencies found in our corpus.

All of these observations come together in the analysis grid that has been 

developed to classify each and every occurrence of truncated words and mis-

pronounced words extracted from the corpus. The following section gives an 

overview of the analysis grid with all its fi elds.

12.3 Methodology

Since EPIC is POS-tagged, it is possible to extract data automatically by means 

of specifi c procedures. Its nine sub-corpora of speeches with different char-

acteristics, including language and type of speech (ST or TT), allow for the 

retrieval of separate lists of data for each sub-corpus and type of disfl uency. 

Clearly, the data thus obtained automatically from the transcripts served only 

as a written basis to trace all the disfl uencies in the speeches: as the object of 

our analysis is disfl uencies in spoken language, the real data to be analysed 

are, in fact, the recordings. Since each token was accompanied by some con-

text (50 words to the right and left of the query) and by the header of the text 

fi le it came from, it was comparatively easy to track down the specifi c passage 

in the audio and video clips held in EPIC.

All the data were analysed by means of a dedicated classifi cation grid that 

aims to summarize all the relevant features of disfl uencies highlighted in the 

theoretical overview. Two Microsoft Excel tables were created to collect infor-

mation on the truncated words and mispronounced words extracted from 

EPIC.
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Table 12.3 Fields in the grid for the analysis of mispronounced words (org-en 

sub-corpus)
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Table 12.4 Fields in the grid for the analysis of truncated words (org-en sub-

corpus)
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The two grids are virtually identical. The fi rst column contains each  occurrence 

in context; the second column contains the reference code  indicating the speech 

from which the truncated or mispronounced word is taken. The third column 

contains the disfl uency, followed by any editing term(s) in the fourth column 

and the fi nal version produced by the speaker in the fi fth. The sixth column is 

used to record whether the speaker was successful in  repairing his/her output 

or whether the error went undetected and uncorrected. The seventh fi eld is used 

to distinguish between simple disfl uencies and serial disfl uencies. The part of 

speech affected by the disfl uency is recorded in the eighth column. The following 

column is used to record the type of error. Moreover, only in Table 12.4 is there a 

specifi c column that indicates where the speaker has interrupted the articulation 

of the truncated word (affected part of the word). In Table 12.5, an additional 

category (approximation) has been added to the error classifi cation that was pre-

sented in Table 12.2, in order to better refl ect our data. It indicates those cases in 

which a speaker produces the reparatum by means of repeated attempts, often 

simply by repeating the same verbal item to be repaired. In the case of mispro-

nounced words, we use the term approximation to describe those cases in which 

the speaker begins uttering a word, then interrupts him/herself and pauses, and 
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fi nally completes the word. The category ‘other’ has also been introduced to col-

lect examples that do not fall into any of the other cases.

The next fi eld in Table 12.4 is used to record possible causes for the error 

(listed in Table 12.6). Sometimes it is possible to see that the speaker wanted to 

make a lexical change (lexical shift) or to adopt a different grammatical struc-

ture (syntactic shift). In other cases, by listening to the recording it becomes 

obvious that the speaker was fi nding it diffi cult to articulate the item in ques-

tion (articulation). In other examples the speaker was presumably employing 

the stalling strategy, that is, producing verbal material to gain time and come 

Table 12.5 Types of speech errors (the examples are real occurrences from EPIC)

PHONOLOGICAL ANTICIPATION
to implement the two thousand and two antif- anti-traffi cking framework decision to catch 

the criminal gangs

LEXICAL ANTICIPATION
I mean comparing that with nati- ehm public ehm investments nationally it’s it’s it’s very 

little

PHONOLOGICAL PERSEVERATION
the Council also received ehm reached a general ehm approach on the apr- proposed 

regulation

APPROXIMATION
but they are certainly not te- te- terminal ehm and they can in our judgment be addressed

OTHER
so for the next three years we have autho- we have certifi cation of projects that have 

actually being carried out

Table 12.6 Causes of disfl uencies (the examples are real occurrences from EPIC)

LEXICAL SHIFT
so for the next three years we have autho- we have certifi cation of projects that have 

actually being carried out

SYNTACTIC SHIFT
the population getti- the growing of the population

ARTICULATION
so I think there are two aspects // fi rst of all w- we’re stressing those elements which we 

think will ease

STALLING
what we’re doing with a reduction of con- ehm contaminating emissions

OTHER
is the microphone wor- // well thank you ehm President and ehm welcome to our 

Commissioner David Byrne
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Table 12.7 General results in a comparable perspective

Epic sub-corpus

Mispronounced Truncated

No. of 
occurrences %

No. of 
occurrences %

ORG-EN 20 0.046 323 0.756

INT-IT-EN 5 0.074 68 1.013

INT-ES-EN 19 0.146 115 0.884

ORG-IT 16 0.236 35 0.517

INT-EN-IT 119 0.332 221 0.617

INT-ES-IT 57 0.444 105 0.818

ORG-ES 24 0.166 46 0.319

INT-IT-ES 18 0.255 78 1.106

INT-EN-ES 102 0.267 282 0.740

up with a repaired output. Finally, there are cases in which it is impossible to 

indicate a source of error with any certainty (other).

The fi nal fi eld is used to record any comments on specifi c features of the seg-

ment under analysis which do not fall under any other fi eld in the table.

The information recorded and classifi ed by means of the grids has enabled 

us to study in detail all the occurrences of truncated and mispronounced 

words in the corpus. The data were evenly distributed among the three authors 

who compiled their own grids separately and then collated the results of their 

analysis.

12.4 Results and Discussion

The incidence of mispronounced and truncated words in the nine sub- corpora 

was calculated as a percentage of sub-corpus size, together with the overall 

number of occurrences of the two disfl uencies under study (see Tables 12.7 

and 12.8). Table 12.7 presents the data in a comparable perspective and Table 

12.8 in a parallel perspective.

Table 12.7 shows that truncated words are much more frequent than mispro-

nounced words in all sub-corpora. Furthermore, our results indicate that in the 

sub-corpora of interpreted speeches there is a higher incidence of both types 

of disfl uency in comparison with the percentages found in the sub-corpora of 

speeches originally delivered in the same language. This is a general trend, 

irrespective of the language pair considered, and it corroborates an intuitive 

assumption: spontaneous speech production in the mother tongue is an eas-

ier task than simultaneous interpretation, even when this is performed into 

the mother tongue. Thus, this corpus-based analysis of disfl uencies provides 
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Table 12.8 General results in a parallel perspective

Epicsub-corpus

Mispronounced Truncated

No. of 
occurrences %

No  of 
occurrences %

ORG-EN 20 0.046 323 0.756

INT-EN-IT 119 0.332 221 0.617

INT-EN-ES 102 0.267 282 0.740

ORG-IT 16 0.236 35 0.517

INT-IT-EN 5 0.074 68 1.013

INT-IT-ES 18 0.255 78 1.106

ORG-ES 24 0.166 46 0.319

INT-ES-EN 19 0.146 115 0.884

INT-ES-IT 57 0.444 105 0.818

further empirical evidence of the heuristic validity of Gile’s (1995) Effort Model 

in explaining the complexity of the interpreting task: weaknesses in interpret-

ers’ performance may be caused by having to constantly balance ST listening 

and analysis, memory, TT production and coordination requirements.

If the results are presented in a parallel perspective, that is, if SL speeches 

are directly compared with their corresponding TTs in the other two lan-

guages, further interesting trends emerge (see Table 12.8).

The general trend concerning both mispronounced and truncated words 

seems to confi rm the fi ndings of the comparable analysis, that is the sub-

 corpora of interpreted speeches are generally characterized by a higher inci-

dence of both types of disfl uency than the sub-corpora of SL speeches. In 

particular, in the sub-corpora of speeches interpreted from English (INT-

EN-IT and INT-EN-ES) the percentages of mispronounced words are simi-

lar. The same trend can also be detected in the sub-corpora of speeches 

interpreted between the two cognate languages in question (INT-IT-ES and 

INT-ES-IT), where the incidence of mispronounced words is higher than 

in their STs. This may be explained by the fact that, although the linguis-

tic and phonological similarities between cognate languages may reduce 

the comprehension effort, at the same time production is not made easier 

because the risk of interferences is always present. The only exception to 

the general trend about mispronounced words concerns the English TTs 

(INT-IT-EN and INT-ES-EN), in which a lower percentage of mispronounced 

words was observed in comparison with their Italian and Spanish STs. The 

greater structural difference between a Germanic and a Romance language 

may enable interpreters to keep the two phonological systems separate, thus 

avoiding those pronunciation problems observed when interpreting between 

Romance languages.
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Table 12.9 Features of mispronounced words (%)

Sub-corpora

Corrected Editing term No. of items

Yes No Yes No Single Serial

ORG-EN 30 70 5 95 100 0

INT-EN-IT 11 89 3 97 98 2

INT-EN-ES 16 84 2 98 100 0

ORG-IT 0 100 0 100 100 0

INT-IT-EN 0 100 0 100 80 20

INT-IT-ES 17 83 11 89 89 11

ORG-ES 16.5 83.5 16.5 83.5 96 4

INT-ES-EN 16 84 5 95 100 0

INT-ES-IT 7 93 3.5 96.5 100 0

As regards truncated words, the parallel analysis confi rms that the inci-

dence of this type of disfl uency is greater in interpreted speeches, the only 

exception being the sub-corpus of speeches originally delivered in English. 

Indeed, the English SL speakers were the most affected by this type of 

disfl uency.

These two exceptions (fewer mispronounced words in English TTs and fewer 

truncated words in interpreting from English STs) call a possible language-

pair effect into play. Indeed, it was only in the language combinations in which 

English was involved, either as TL or as SL, that a different trend was consist-

ently recorded.

Finally, in relation to truncated words, a ranking order can be seen in the 

sub-corpora of SL speeches, with the greatest frequency among English speak-

ers (0.756 per cent), followed by Italian speakers (0.517 per cent) and fi nally 

Spanish speakers (0.319 per cent). This fi nding probably highlights differ-

ences in speaking styles: it would seem that English is generally spoken in a 

more ‘faltering’, ‘staccato’ way than Italian or Spanish. This also applies to 

English interpreters.4

The overall results were further broken down into two separate sub-sections, 

in order to analyse mispronounced and truncated words in more detail.

12.4.1 Mispronounced Words

This section includes results on self-corrections, presence of editing terms and 

number of items, and results on the types of error and their possible causes. A 

general overview of results is provided in Table 12.9 below.
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Mispronounced words were not frequently corrected. The trend is espe-

cially marked in all sub-corpora of interpreted speeches, irrespective of the 

language combination or direction (note the higher percentages of NO repair 

in the ‘corrected’ column). A possible explanation for the lack of repairs is 

that most of these disfl uencies are not perceived by SL speakers and TL inter-

preters. As regards the latter, another possible reason is that the effectiveness 

of self-monitoring carried out in interpreting is reduced by the concurrent 

decoding, memorizing and encoding efforts.

This also applies to the trend concerning editing terms. There are very few 

editing terms (only 5 per cent across the 7 sub-corpora; 11 per cent in int-it-es 

and 16.5 per cent in ORG-ES). In our data, only Spanish speakers show a cer-

tain tendency to add verbal material before repairing their output.

As regards the number of items affected by disfl uencies, Table 12.9 shows 

that mispronounced words are generally single words (≥ 80 per cent SINGLE 

vs. ≤ 20 per cent SERIAL). A similar pattern was observed for English and 

Spanish both as source languages and as target languages, with a very low 

percentage of serial disfl uencies (between 0 per cent and 4 per cent). In inter-

preted speeches from Italian there is a higher incidence of serial occurrences: 

20 per cent in the INT-IT-EN sub-corpus and 11 per cent in the INT-IT-ES sub-

corpus. However, the two samples are very small in size (5 and 18 occurrences 

in the two sub-corpora, respectively – see Table 12.8).

Turning to error types, a fundamental role is played by the need to attend 

to a new SL input chunk while simultaneously producing a TL translation 

of a previous SL chunk, which may disrupt interpreters’ TL production and 

cause interferences. Instances of such interferences have been found in EPIC, 

as can be observed in Table 12.10, in which phonological anticipations and 

Table 12.10 Types of error for mispronounced words (%)

Sub-Corpora
Phonological 
anticipation Approximation Perseveration Other

ORG-EN 35 0 45 20
INT-EN-IT 13 2 26 59
INT-EN-ES 15 4 31 50

ORG-IT 12.5 0 50 37.5
INT-IT-EN 0 0 20 80
INT-IT-ES 28 0 22 50

ORG-ES 12.5 16.5 37.5 33.5
INT-ES-EN 5 0 26 68
INT-ES-IT 16 5 23 56
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perseverations can be seen to be the most frequent errors. No occurrences of 

lexical anticipations were observed.

Table 12.10 reveals that the most frequent types of error differ between STs 

and TTs. Interestingly, perseverations are more frequent in SL speeches than 

in interpreted speeches, while the general category ‘Other’ is more frequent in 

interpreted speeches than in SL speeches, including many cases of lexical and 

syntactic blends, malapropisms and incorrect pronunciation of proper names. 

It would seem that SL speakers who deliver their own self-planned and self-

paced speeches tend to incur production problems confi ned to phonological 

carry-over effects. By contrast, interpreters are more likely to incur syntactic 

and lexical planning errors, which may be caused by insuffi cient décalage and/

or cognitive overload.

The percentage of phonological anticipation is unevenly distributed in the 

nine sub-corpora. The only clear result is that this type of error is more fre-

quent in English STs than in the related Italian and Spanish TTs. Once again, 

a language direction effect is detected, with both Italian and Spanish TTs 

being characterized by a lower incidence of phonological anticipation.

By contrast, in the sub-corpora of speeches interpreted from Italian into 

Spanish and vice versa, phonological anticipation is more frequent than in their 

respective STs. The same does not hold true for speeches interpreted from Italian 

into English and from Spanish into English. Once again, this points to the inter-

ference caused by linguistic affi nity between the two Romance languages.

Approximation is hardly ever recorded in all the sub-corpora.

With respect to the possible causes of mispronounced words, articulation 

accounts for the overwhelming majority of cases in all sub-corpora (see Table 

12.11). Some occurrences of stalling were recorded, but none of lexical shift, 

syntactic shift or ‘Other’.

Table 12.11 Possible causes of mispronounced words (%)

Sub-corpora Articulation Stalling

ORG-EN 95 5

INT-EN-IT 96 4

INT-EN-ES 94 6

ORG-IT 94 6

INT-IT-EN 100 0

INT-IT-ES 67 33

ORG-ES 87.5 12.5

INT-ES-EN 95 5

INT-ES-IT 93 7
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Interestingly, articulation problems are evenly distributed in the sub-corpus 

of English STs and in the two sub-corpora of TTs from English (95 per cent, 

96 per cent and 94 per cent, respectively). However, the results concerning the 

three sub-corpora of Italian STs and their TTs in English and Spanish are less 

clear-cut, owing to the very small size of the sample. Finally, in the sub-corpora 

of Spanish STs and their Italian and English TTs articulation is also the main 

cause of error. However, a small percentage of stalling was also recorded in 

Spanish STs.

12.4.2 Truncated Words

Truncated words were more frequent than mispronounced words overall. 

Moreover, interpreters were found to produce a higher number of occurrences 

than SL speakers, with the exception of English STs. The results on the fea-

tures analysed according to our grid can be seen in Table 12.12.

In general, truncated words tend to be completed, that is the reparandum is 

repaired. The trend is particularly marked in the sub-corpora of SL speeches 

(ORG-EN 88 per cent, ORG-ES 76 per cent, ORG-IT 66 per cent), while per-

centages in the sub-corpora of interpreted speeches are generally lower. This 

is in line with the idea that monitoring the output is part of the language pro-

duction process, and that in SI there are cognitive demands that have a nega-

tive impact on monitoring. The sub-corpus of speeches originally delivered in 

Italian has a much lower percentage of repaired output (66 per cent), but this 

may be an effect of the small size of the corpus.

Let us turn to the second feature taken into account, that is, the possible pres-

ence of editing terms between the reparandum and the reparatum. As explained 

Table 12.12 Features of truncated words (%)

Sub-
corpora

Completed Editing term No. of items Affected part

Yes No Yes No Single Serial First ph. More

ORG-EN 88 12 22 78 86 14 50 50

INT-EN-IT 66 34 56 44 85 15 32 68

INT-EN-ES 58 42 54 46 93 7 27 73

ORG-IT 66 34 46 54 66 34 20 80

INT-IT-EN 94 6 34 66 69 31 53 47

INT-IT-ES 65 35 46 54 79 21 31 69

ORG-ES 76 24 43 57 85 15 13 87

INT-ES-EN 71 29 37 63 90 10 50 50

INT-ES-IT 68 32 68 32 91 9 17 83
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previously, the presence of editing terms may be indicative of back-tracking 

on the part of the speaker/interpreter. In our overall results, English source 

speakers used editing terms less frequently than their Italian and Spanish col-

leagues, who inserted editing terms in nearly half of all the occurrences of 

truncated words (editing terms accounted for 22 per cent of occurrences of 

truncated words in ORG-EN, vs. 46 per cent in ORG-IT and 43 per cent in 

ORG-ES). In the sub-corpora of interpreted speeches, however, the frequency 

of editing terms is equal or higher than the frequency of editing terms in the 

corresponding STs, with the exception of TTs into English (ORG-IT 46 per 

cent vs. INT-IT-EN 34 per cent and ORG-ES 43 per cent vs. INT-ES-EN 37 per 

cent). Once again, a language direction effect comes into play, thus suggesting 

that interpreters working from the two Romance languages into English per-

formed less back-tracking than interpreters working from English into Italian 

and Spanish or between two Romance languages.

As regards the number of truncated items contained in each occurrence, 

Table 12.12 shows that single truncated words are much more frequent than 

serial ones. This trend seems to be common across all languages and types of 

sub-corpora, albeit with percentage variations (single occurrences range from 

93 per cent to 66 per cent). Finally, we examined where articulation is inter-

rupted in truncated words, since production may stop after the fi rst phoneme 

or may include a larger part of the affected word. In this respect, the differ-

ences found seem to be related to the language involved, rather than to the 

type of sub-corpus (i.e. of STs or TTs). Indeed, Spanish and Italian speakers 

and interpreters tend to interrupt words well beyond the fi rst phoneme. By con-

trast, in the sub-corpora of English SL speeches and interpreted speeches the 

number of words truncated after the fi rst phoneme almost equals the amount 

of truncated words in which articulation stops after producing more verbal 

material (exactly 50 per cent of cases in ORG-EN and INT-ES-EN, whereas in 

the INT-IT-EN corpus 53 per cent of ‘fi rst phoneme’ cases were recorded vs. 

47 per cent of cases in which the speaker uttered ‘more’ verbal material).

Let us now consider the types of error according to the categorization 

described earlier.

Approximation is the most frequent type of error in almost all sub-corpora. 

In particular, looking at Table 12.13 from a parallel perspective, this type of 

error seems to be more frequent in interpreted speeches than in SL speeches, 

with the exception of the English SL speeches. This peculiarity is mirrored by 

the results concerning the English TTs, in which the approximation percent-

ages are also quite high. This seems to indicate that there is indeed a language 

family effect.

As regards the two types of anticipation considered in the present study, 

lexical anticipation tends to be more frequent than phonological anticipation, 

with few exceptions (ORG-ES and INT-IT-ES). This could mean that words are 

often truncated when speakers decide to change their speech plan (i.e. they 
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Table 12.13 Types of error for truncated words (%)

Sub-corpora
Phonological 
anticipation

Lexical 
anticipation Approximation Perseveration Other

ORG-EN 2 6 73 5 14

INT-EN-IT 5 16 38 8 33

INT-EN-ES 1 16 37 5 41

ORG-IT 8.5 17 48.5 6 20

INT-IT-EN 4 18 65 7 6

INT-IT-ES 11.5 4 45 11.5 28

ORG-ES 17 11 36 8 28

INT-ES-EN 0 3.5 60 5 31.5

INT-ES-IT 2 7 65 1 25

are dissatisfi ed with lexical selection). This also applies to interpreters, who 

may need to reorganize their output as a consequence of further ST informa-

tion becoming available. Finally, it should be noted that percentages in the 

‘Other’ category are quite high, indicating a sizable number of other errors, 

such as blends, malapropisms, haplologies, and so on (though no exact calcu-

lation was made for each specifi c type, see Table 12.2). The incidence of these 

disfl uencies is generally higher in the sub-corpora of interpreted speeches 

than in the sub-corpora of SL speeches, with only two exceptions to this rule 

(INT-IT-EN and INT-ES-IT).

Finally, the last set of parameters to be discussed in our analysis concerns 

the possible causes behind the occurrence of truncated words. The percent-

age results obtained for the fi ve options available in our grid are shown in 

Table 12.14 below.

In all SL speeches the main cause of truncated words is articulation (48  per 

cent, 40 per cent and 61 per cent for English, Italian and Spanish,  respectively). 

In the case of the Italian SL speeches, this equals the percentage of syntac-

tic shifts. It is interesting to note that ‘stalling’ was not observed in either the 

Italian or the Spanish SL speeches, whereas it accounted for 29 per cent in 

English SL speeches.

The results concerning the TL speeches are less homogeneous. In the sub-

corpora of speeches interpreted from English into Italian and Spanish, there 

is a slightly higher percentage of shifts, a possible consequence of greater 

efforts and constraints in interpreters’ speech planning. However, this result 

was not confi rmed in the speeches interpreted from Italian into English and 

Spanish, in which articulation is the main cause of truncated words (69 per 

cent and 50 per cent). It may be worth emphasizing that there is a small differ-

ence in the percentages of shifts, as these are slightly higher in Spanish TTs 

(21–29 per cent) than in English TTs (9–16 per cent). Once again, this result 
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suggests language family-related problems. Similarly, in the speeches inter-

preted from Spanish into Italian and English, articulation seems to be the 

most frequent cause of truncated words (33 per cent and 32 per cent), albeit to 

a lesser extent. Stalling comes second among the causes of truncated words in 

English TTs (29 per cent), whereas in Italian TTs lexical shifts are the second 

cause (31 per cent), followed by syntactic shifts (22 per cent). All in all, shifts 

appear to be slightly more frequent in the Italian TTs than in English ones, as 

was the case in Spanish TTs from Italian.

12.5 Conclusions and Further Developments

Our corpus-based analysis aimed at providing quantitative and descriptive 

data on two specifi c types of disfl uencies, that is, mispronounced and trun-

cated words. Their incidence and main features were investigated in EPIC, 

a corpus of SL speeches and their simultaneous interpretations into English, 

Italian and Spanish, in all directions and combinations (nine sub-corpora in 

total).

The comprehensive categorization presented above yielded a vast amount of 

data which have enabled us to test our initial hypotheses and to compare our 

results with those in the available literature on disfl uencies in simultaneous 

interpreting.

Our fi rst hypothesis was that simultaneous interpreters would produce more 

disfl uencies than SL speakers. If results are read in a parallel perspective, the 

two types of disfl uencies are more frequent in TTs than in their STs. However, 

there are two exceptions: English STs have more truncated words than their 

TTs in Italian and Spanish; and English interpreters seem to have fewer pro-

nunciation problems than their Italian and Spanish speakers. In other words, 

Table 12.14 Possible causes of truncated words (%)

Sub-corpora Lexical shift Syntactic shift Articulation Stalling Other

ORG-EN 13 9 48 29 1

INT-EN-IT 33 33 19 14 1

INT-EN-ES 40 26 10 23 1

ORG-IT 20 40 40 0 0

INT-IT-EN 9 16 69 6 0

INT-IT-ES 21 29 50 0 0

ORG-ES 22 17 61 0 0

INT-ES-EN 19 17 33 29 2

INT-ES-IT 31 22 32 11 4
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interpreters working from a Romance into a Germanic language produced a 

more fl uent output than when working between two Romance languages (with 

‘fl uency’ being defi ned as a low incidence of mispronounced and truncated 

words).

Furthermore, a comparable analysis of our results reveals that interpreted 

speeches, irrespective of the SL, are generally characterized by a higher per-

centage of both mispronounced and truncated words than SL speeches deliv-

ered in the same language.

Another hypothesis in this study was that because of SI-related constraints 

(such as time pressure), interpreters would not be able to repair their disfl uen-

cies. As regards mispronounced words, in general they were not corrected by 

either SL speakers or interpreters but the trend was especially marked in inter-

preted speeches, irrespective of the language combination and interpreting 

direction. As far as truncated words were concerned, we found that they were 

generally completed, more so by SL speakers than by interpreters.

Turning to the descriptive objective of our study, the data revealed the fol-

lowing patterns. As regards mispronounced words, very few editing terms were 

found. Only Spanish speakers and Spanish interpreters tended to add verbal 

material before repairing the mispronounced words. Mispronounced words 

generally occurred as single items.

With respect to truncated words, the most salient result about the use of 

editing terms is that it is less frequent in English SL speakers and interpreters. 

Single truncated words were more frequent than serial truncated words, with 

Spanish and Italian speakers and interpreters interrupting their output well 

beyond the fi rst phoneme.

Further descriptive data were obtained on the possible types and causes of 

error. For mispronounced words, a comparison between STs and TTs high-

lighted two different trends. Interestingly, perseverations were more frequent 

in SL speeches than in interpreted speeches, while the general category 

‘Other’ was more represented in interpreted speeches than in source speeches. 

Articulation problems are the main cause in all sub-corpora.

For truncated words, approximation was the most frequent type of error, 

with the exception of TTs from English STs, and error causes pointed to a 

‘language-family’ effect, with Romance languages displaying a similar pattern 

irrespective of their being source or target languages.

Let us now consider the wider perspective offered by the literature on disfl u-

encies in SI. Since the few studies available on disfl uencies in interpreting used 

different defi nitions, a direct comparison of results is impossible. However, 

in some cases similarities in general trends can be identifi ed. Our results on 

self-correction are in line with those obtained by Pöchhacker (1995) in his 

study on slips and shifts, that is SL speakers tend to repair their output more 

often than interpreters. However, while Pöchhacker found that SL speakers 

produced more speech slips and shifts than their interpreters, in our data this 
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result was confi rmed only in relation to truncated words in English STs versus 

their Italian and Spanish TTs. In all other sub-corpora, interpreters produced 

more truncated words than SL speakers. The same trend was seen in relation 

to mispronounced words.

On the basis of the data analysed in this chapter, further lines of investiga-

tion can be envisaged. For instance, the correspondence of disfl uencies in STs 

and in the two related groups of TTs could be studied, so as to determine to 

what extent interpreters and SL speakers encounter similar diffi culties in pro-

ducing their speeches. Another element that is worth investigating is the part 

of speech affected by the disfl uencies under consideration. The analysis grids 

used in the present work already include this kind of information: it would be 

possible to create frequency lists and explore them by applying corpus linguis-

tics methods.

After the ‘epic’ effort required to create this trilingual machine-reada-

ble corpus, we hope that our contribution can help other scholars develop 

similar language resources and exploit existing ones, so that Corpus-Based 

Interpreting Studies may continue to grow as a sub-discipline.

Notes

1 Although this chapter is the result of a joint effort, Claudio Bendazzoli is the 

author of Sections 12.1, 12.1.1, 12.1.2, 12.4.2; Annalisa Sandrelli of Sections 12.2, 

12.2.1, 12.2.2, 12.2.3, 12.3; Mariachiara Russo of Sections 12.4 and 12.4.1. The 

conclusions (Section 12.5) were jointly drafted.
2 Fromkin and Bernstein-Ratner (1998) give the following as an example: ask a 

friend to say the word silk several times. Then ask him/her to answer the follow-

ing question very quickly, without thinking: “What do cows drink?” and they will 

probably say ‘milk’.
3 However, no specifi c defi nition of ‘false start’ is provided in Pöchhacker’s (1995) 

study.
4 A similar observation was made by Poyatos (1994: 45, 2002: 20) when describing 

the paralinguistic features of the English language. He emphasized the staccato 

effect as one of its intrinsic characteristics.
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